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Learning under Distribution Shifts
Given: 

 Training data 

Goal: 
 Learn predictor                  minimizing the test risk

(with some additional data from the test domain).

 Challenge: 
 Overcome changing distributions!

Non-stationary of the environments.
Sample selection bias due to privacy concerns.
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 “Distribution Shift” workshops
at NeurIPS2021, 2022, and 2023.

Quiñonero-Candela, Sugiyama,
Schwaighofer & Lawrence (Eds.),
Dataset Shift in Machine Learning,
MIT Press, 2009.
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Types of Distribution Shifts

 Joint shift:
 Covariate shift:
 Label shift:
 Output noise:
 Class-conditional shift:
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 Training and test input distributions are different,

but the output-given-input distribution is unchanged:

Given:
 Labeled training data:
 Unlabeled test data:
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Importance-Weighted Training

 How do we estimate the importance?
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Direct Importance Estimation
Given: training and test input data 

Goal: estimate the density ratio

 Kernel mean matching:
 Match the means of             and                    in RKHS     .

 Least-squares importance fitting (LSIF):
 Fit a model          to           by least squares:

 Extendable to Bregman divergences:
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Huang+ (NeurIPS2006)

: Characteristic kernel 

Kanamori, Hido
& Sugiyama

(NeurIPS2008)

Sugiyama, Suzuki & Kanamori
(AISM2012)



Joint Importance-Predictor Estimation
 Classical approaches are two steps:

1. Importance weight estimation (e.g., LSIF):

2. Importance-weighted predictor training:

 For                                     , the test risk is bounded as

 Joint upper-bound minimization:
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Zhang, Yamane, Lu & Sugiyama
(ACML2020, SNCS2021)

Sugiyama & Kawanabe,
Machine Learning
in Non-Stationary 

Environments,
MIT Press, 2012
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Continuous Distribution Shifts
 So far, we focused on a fixed test domain:

 We trained a predictor to match the test domain.
 However, test domains can change over time.

Goal: Obtain predictor     that works well for            . 
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Continuous Label Shift

 Class-priors          change arbitrarily over time, 
but class-conditionals stay unchanged:

Given:
 (Large) labeled training data:
 (Small) unlabeled test data:
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ATLAS (Adapting To LAbel Shift)

 Batch importance weighing requires retraining
in each time step.

 Can we make it computationally more efficient?
 Online learning!

We use online convex optimization, assuming
 convex loss    (e.g., logistic),
 linear model                                   .

We use black box shift estimation for class priors.
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Hazan (2016)

: step size
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Bai, Zhang, Zhao, Sugiyama & Zhou (NeurIPS2022)

Lipton+ (ICML2018)



Choice of Step Size 

 If the speed of distribution shift is
 slow,    should be small to keep the previous classifier.
 fast,     should be large to quickly update the classifier.

 How do we choose    in practice?
 Ensemble learning!

 For                           , we run      learners:

 Final output is the weighted average (cf. Hedge):
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Zhao+ (NeurIPS2020)

Freund+ (JCSS1997)



Theoretical Analysis

 Shift intensity:

When      is known:
 Dynamic regret is minimized with step size                          :

 Even when      is unknown:
 ATLAS still achieves the same dynamic regret!

Number of learners:

Step size: 
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Risk of the best model at each iterationRisk of our model



ATLAS with Hints
 If we have some hints, can we perform better?
 Hint function:

ATLAS-ADA:




Dynamic regret:

 Reusability:

 ATLAS-ADA is better and safe!
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 Same as ATLAS
 Use the hint to
match the next loss



Continuous Covariate Shift

 Input density          changes arbitrarily over time, 
but output-given-input is unchanged:

Given:
 (Large) labeled training data:
 (Small) unlabeled test data:

We use online density ratio estimation:
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Zhang, Zhang, Zhao & Sugiyama (NeurIPS2023)

𝑟௧ሺ𝑥,𝑦ሻ
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Joint Distribution Shifts

Many distribution shift works considers
a specific shift type (e.g., covariate shift).

 However, identification of the shift type is challenging.

 Let’s consider joint shift:
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Mini-Batch-Wise Loss Matching
Given:

 (Large) labeled training data:
 (Small) labeled test data:

We try to learn the importance weight
dynamically in the mini-batch-wise manner.

 For each mini-batch                                               , 
importance weights are estimated by
kernel mean matching for loss values:
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Huang+
(NeurIPS2006)

: step size

Fang, Lu, Niu & Sugiyama (NeurIPS2020)



Out-Of-Domain Extension
 Limitation of importance weighting:

 The training domain must cover the test domain.

What if the test domain sticks out
from the training domain?

Out-of-domain extension：
 Split training data into in-/out-domains

by outlier detection (e.g., 1-class SVM):

 Compute the loss separately:
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Fang, Lu, Niu & Sugiyama (NeurIPS2023)



Ongoing Challenges
 For joint shift adaptation, requiring

labeled test data is too strong.
 Can we use weakly supervised learning?

 Unbiased risk estimation
from weak supervision.

 Any loss, classifier, and optimizer
can be used.

22

Sugiyama, Bao, Ishida,
Lu, Sakai & Niu

(MIT Press, 2022)



Positive-Unlabeled (PU) Classification 23

Given: PU samples (no N samples)

Goal: Obtain a risk-minimizing classifier

 Unbiased risk estimator:

 Optimal convergence rate:

: loss: expectation

Unlabeled (mixture of
positives and negatives)

Positive [Negative]

du Plessis+ (NeurIPS2014, ICML2015)

Niu, du Plessis, Sakai, Ma & Sugiyama (NIPS2016)



Signal Enhancement by PU Classification 24

 Existing method: Use
noisy/noiseless parallel training data
 In practice, use synthetic data
→ Do not generalize well in reality.

 Proposed method: Use non-parallel
noisy signal and noise.

Ito & Sugiyama (ICASSP2023, Best Paper Award)

Noisy signal Enhanced signal

Signal 
Enhancement

(noise removal)

SI-SNRi [dB]Methods
14.62 (0.20)Proposed
12.19 (4.50)MixIT
15.86 (1.28)Supervised

Non-parallel

Parallel

Noiseless signal

Parallel training 
data

Wisdom+
(NeurIPS2020)


