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Abstract

A density ratio is defined by the ratio of two probability densities. We study the
inference problem of density ratios and apply a semi-parametric density-ratio es-
timator to the two-sample homogeneity test. In the proposed test procedure, the
f -divergence between two probability densities is estimated using a density-ratio
estimator. The f -divergence estimator is then exploited for the two-sample ho-
mogeneity test. We derive an optimal estimator of f -divergence in the sense of
the asymptotic variance in a semiparametric setting, and provide a statistic for
two-sample homogeneity test based on the optimal estimator. We prove that the
proposed test dominates the existing empirical likelihood score test. Through nu-
merical studies, we illustrate the adequacy of the asymptotic theory for finite-sample
inference.
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1 Introduction

In this paper, we study the two-sample homogeneity test under semiparametric density-
ratio models. An estimator of density ratios is exploited to obtain a test statistic. For
two probability densities pn(x) and pd(x) over a probability space X , the density ratio
r(x) is defined as the ratio of these densities, that is,

r(x) =
pn(x)

pd(x)
,

in which pn (pd) denotes the “numerator” (“denominator”) of the density ratio. For
statistical examples and motivations of the density ratio model, see [20, 5, 11] and the
references therein. Qin [20] has studied the inference problem of density ratios under
retrospective sampling plans, and proved that in the sense of Godambe [8], the estimat-
ing function obtained from the prospective likelihood is optimal in a class of unbiased
estimating functions for semiparametric density ratio models. As a similar approach, a
semiparametric density ratio estimator based on logistic regression is studied in [4].

The density ratio is closely related to the inference of divergences. A divergence
is a discrepancy measure between pairs of multivariate probability densities, and the f -
divergence [1, 6] is a class of divergences based on the ratio of two probability densities. For
a strictly convex function f satisfying f(1) = 0, the f -divergence between two probability
densities pd(x) and pn(x) is defined by

Df (pd, pn) =

∫
X
pd(x)f

(
pn(x)

pd(x)

)
dx. (1)

Since f is strictly convex, the f -divergence is non-negative and takes zero if and only
if pn = pd holds. Popular divergences such as the Kullback-Leibler (KL) divergence
[16], the Hellinger distance, and the Pearson divergence are included in the f -divergence
class. In statistics, machine learning, and information theory, the f -divergence is often
exploited as a metric between probability distributions, even though the divergence does
not necessarily satisfy the definition of the metric.

A central topic in this line of research is to estimate the divergence based on sam-
ples from each probability distribution. A typical approach is to exploit non-parametric
estimators of probability densities for the estimation of divergence [25, 26].

The conjugate expression of f can be exploited for the estimation of the f -divergence
in the context of one-sample problems [3, 12] and two-sample problems [14, 15]. A kernel-
based estimator of the f -divergence has been developed by using a non-parametric density-
ratio model [19].

Once the divergence between two probability densities is estimated, the homogeneity
test can be conducted. In the homogeneity test, the null hypothesis is represented as H0 :
pn = pd against the complementary alternativeH1 : pn ̸= pd. If an estimate ofDf (pd, pn) is
beyond some positive value, the null hypothesis is rejected and the alternative is accepted.
Keziou [13] and Keziou and Leoni-Aubin [14, 15] have studied the homogeneity test using
a f -divergence estimator for semiparametric density-ratio models. On the other hand,
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Fokianos et al. [7] adopted a more direct approach. They have proposed the Wald-type
score test derived from the empirical likelihood estimator of density ratios. In our paper,
we consider the optimality of f -divergence estimators, and investigate the relation between
the test statistic using the f -divergence estimator and the Wald-type score test derived
from the empirical likelihood estimator.

The rest of this paper is organized as follows: In Section 2 we introduce a class of
estimators of density ratios for semiparametric density-ratio models. In Section 3, we
consider the asymptotic property of the f -divergence estimator. The main results of
this paper are presented in Section 4 and Section 5. Among a class of estimators, we
present the optimal estimator of the f -divergence, which is then exploited for two-sample
homogeneity test. In one-sample problems, Broniatowski and Keziou [3] proposed the
estimator using the conjugate expression of the f -divergence, while they argued neither
its optimality nor its efficiency. A main contribution of this paper is to present the optimal
estimator of the f -divergence in the sense of asymptotic variance under the semiparametric
density-ratio models. Then, we propose a test statistic based on the optimal f -divergence
estimator, and investigate its power function. Numerical studies are provided in Section 6,
illustrating the adequacy of our asymptotic theory for finite-sample inference. Section 7
is devoted to concluding remarks. Some calculations are deferred to Appendix.

We summarize some notations to be used throughout the paper. For a vector (ma-
trix) a, ∥a∥ is the Euclidean (Frobenius) norm of a, and aT denotes the transposition
of a. The first and the second derivative of f : R → R are denoted as f ′ and f ′′,
respectively. The gradient column vector of the function g(θ) with respect to the pa-
rameter θ is represented as ∇g, i.e., ∇g = ( ∂g

∂θ1
, . . . , ∂g

∂θd
)T . For a vector valued func-

tion g(θ) = (g1(θ), . . . , gd(θ)), ∇g denotes the Jacobian matrix (∇g)ij = ∂gi
∂θj

. For a

vector-valued function η(x; θ) = (η1(x; θ), . . . , ηd(x; θ))
T , let L[η(x; θ)] be the linear space

L[η(x; θ)] =
{ ∑d

k=1 ak ηk(x; θ)
∣∣ a1, . . . , ad ∈ R

}
. Let Nd(µ,Σ) be the d-dimensional

normal distribution with the mean vector µ and the variance-covariance matrix Σ. The
dimension d may be dropped if there is no confusion. For a sequence of random variables

Xn, Xn
d−→ X and Xn

p−→ X denote the convergence in law to X and the convergence
in probability to X, respectively. We also use the probabilistic orders, Op(·) and op(·),
which are defined in [24].

2 Estimation of Density Ratios

We introduce the method of estimating density ratios according to Qin [20]. Suppose that
two sets of samples are independently generated from each probability:

x
(n)
1 , . . . , x(n)

mn
∼i .i .d . pn, x

(d)
1 , . . . , x(d)

md
∼i .i .d . pd.

The model for the density ratio is defined by r(x; θ) with the parameter θ ∈ Θ ⊂ Rd. We
assume that the true density ratio is represented as

r(x) =
pn(x)

pd(x)
= r(x; θ∗)
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with some θ∗ ∈ Θ. The model for the density ratio r(x; θ) is regarded as a semiparametric
model for probability densities. That is, even if r(x; θ∗) = pn(x)/pd(x) is specified, there
are yet infinite degrees of freedom for the probability densities pn and pd.

The moment matching estimator for the density ratio has been proposed by Qin [20].
Let η(x; θ) ∈ Rd be a vector-valued function from X × Θ to Rd, and the estimation
function Qη is defined as

Qη(θ) =
1

md

md∑
i=1

r(x
(d)
i ; θ)η(x

(d)
i ; θ)− 1

mn

mn∑
j=1

η(x
(n)
j ; θ).

Since pn(x) = r(x; θ∗)pd(x) holds, the expectation of Qη(θ) over the observed samples
vanishes at θ = θ∗. In addition, the estimation function Qη(θ) converges to its expectation

in the large sample limit. Thus, the estimator θ̂ defined as a solution of the estimating
equation,

Qη(θ̂) = 0,

has the statistical consistency under some mild assumption, see [20] for details. Below,

we show a sufficient condition for the consistency and the asymptotic normality of θ̂.
The moment matching estimation of the density ratio contains a wide range of estima-

tors. Several authors have proposed various density-ratio estimators [13, 14, 15, 19, 23, 10].
These estimators with a finite-dimensional model r(x; θ) can all be represented as a mo-
ment matching estimator. These existing methods, however, are intended to be applied
with kernel methods which have been developed in machine learning [22]. The kernel den-
sity estimators for probability densities are also exploited as another approach to density
ratio estimation [17, 9, 2].

Before presenting the asymptotic results, we prepare some notations. En[ · ] and Vn[ · ]
denote the expectation and the variance (or the variance-covariance matrix for multi-
dimensional random variables) under the probability pn, and Ed[ · ] and Vd[ · ] are defined
in the same way for the probability pd. The expectation and the variance by the joint
probability of all samples, x

(n)
i (i = 1, . . . ,mn), x

(d)
j (j = 1, . . . ,md) are denoted as E[ · ]

and V[ · ], respectively. The covariance matrix between two random variables by the joint
probability of all samples is also denoted as Cov[ · , · ].

We introduce the asymptotic theory of density ratio estimation. Let ρ and m be
ρ = mn/md, m = ( 1

mn
+ 1

md
)−1 = mnmd

mn+md
, and let Uη be the d by d matrix defined by

Uη(θ) = En[η(x; θ)∇ log r(x; θ)T ],

where η(x; θ) is a d-dimensional vector-valued function. Suppose that Uη(θ) is non-
degenerate in the vicinity of θ = θ∗. Below, the notation ρ is also used as the large
sample limit of mn/md, and we assume that 0 < ρ < ∞ holds even in the limit.

We introduce the asymptotic property of the density ratio estimator. Assumptions for
asymptotic expansion are explicitly presented below. Since the details are shown in [24,
Section 5], we skip the proof of the consistency and the asymptotic normality of density
ratio estimators. A similar assumption is studied in [3] for one-sample problems.
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Assumption 1 (consistency of θ̂)

1. The estimator θ̂ ∈ Θ such that Qη(θ̂) = 0 exists.

2. Both

sup
θ∈Θ

∥∥ 1

mn

mn∑
j=1

η(x
(n)
j ; θ)− En[η(x; θ)]

∥∥, and,

sup
θ∈Θ

∥∥ 1

md

md∑
i=1

η(x
(d)
i ; θ)r(x

(d)
i ; θ)− Ed[η(x; θ)r(x; θ)]

∥∥
converge in probability to zero in the large sample limit.

3. infθ:∥θ−θ∗∥≥ε

∥∥En[η(x; θ)]− Ed[η(x; θ)r(x; θ)]
∥∥ > 0 holds for any ε > 0.

Note that 2) in Assumption 1 and the triangle inequality lead to the uniform convergence,

sup
θ∈Θ

∣∣∥Qη(θ)∥ − ∥E[Qη(θ)]∥
∣∣ p−→ 0.

Along the argument in [24, Section 5], we can prove the asymptotic consistency, θ̂
p−→ θ∗

in the large sample limit.
For the asymptotic normality, we assume the following conditions.

Assumption 2 (asymptotic normality of θ̂)

1. The estimator of the density ratio, θ̂, exists and is consistent.

2. The expectations, En[∥η(x; θ∗)∥2], En[∥∇η(x; θ∗)∥], Ed[∥η(x; θ∗)r(x; θ∗)∥2] and
Ed[∥∇(η(x; θ∗)r(x; θ∗))∥] are finite. In the vicinity of θ∗, each element of the sec-
ond derivatives of η(x; θ) and η(x; θ)r(x; θ) with respect to θ are dominated by a
pn-integrable function and a pd-integrable function, respectively.

3. The matrix Uη(θ) is non-singular in the vicinity of θ = θ∗.

Under Assumption 2, the asymptotic expansion of the estimating equation Qη(θ̂) = 0
around θ = θ∗ yields the following convergence in law,

√
m(θ̂ − θ∗) = −

√
mU−1

η Qη + op(1)

d−→ Nd

(
0, U−1

η

ρVd[rη] + Vn[η]

ρ+ 1
(UT

η )
−1

)
, (2)

where functions are evaluated at θ = θ∗. The asymptotic variance above is derived from
the equalities,

E[Qη] = 0 and m · E[QηQ
T
η ] =

ρVd[rη] + Vn[η]

ρ+ 1
.
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Qin [20] has shown that the prospective likelihood minimizes the asymptotic variance in
the class of moment matching estimators. More precisely, for the density ratio model
r(x; θ) = exp{α+ϕ(x; β)}, θ = (α, β) ∈ R×Rd−1, the vector-valued function ηopt defined
by

ηopt(x; θ) =
1

1 + ρr(x; θ)
∇ log r(x; θ) (3)

minimizes the asymptotic variance (2).

3 Estimation of f-divergence

We consider the estimation of the f -divergence. As shown in (1), the f -divergence is
represented as the expectation f(r(x)), i.e.,

Df (pd, pn) =

∫
pd(x)f

(
pn(x)

pd(x)

)
dx =

∫
pd(x)f

(
r(x)

)
dx,

where r(x) = pn(x)/pd(x).
The conjugate representation of the function f is available for the f -divergence esti-

mation [3, 12, 13, 14, 15, 19]. For a convex function f , the conjugate function of f is
defined as

f ∗(w) = sup
r∈R

{rw − f(r)},

and satisfies

f(r) = sup
w∈R

{rw − f ∗(w)} = rf ′(r)− f ∗(f ′(r)) (4)

under a mild assumption on f [21]. Substituting the above expression into the f -
divergence, we have

Df (pd, pn) = sup
w

{∫
pn(x)w(x)dx−

∫
pd(x)f

∗(w(x))dx

}
, (5)

where the supremum is taken over all measurable functions and the supremum is attained
at w(x) = f ′(r(x)). Based on (5), one can consider the f -divergence estimator D̂f by
replacing the true distributions with their empirical versions:

D̂f = sup
θ∈Θ

{
1

mn

mn∑
j=1

f ′(r(x
(n)
j ; θ))− 1

md

md∑
i=1

f ∗(f ′(r(x
(d)
i ; θ)))

}
. (6)

The above estimator has been considered in some works [3, 19]. Suppose that the maxi-
mum value of (6) is attained in the interior of Θ. Then, the extremal condition

1

mn

mn∑
j=1

∇(f ′(r(x
(n)
j ; θ)))− 1

md

md∑
i=1

r(x
(d)
i ; θ)∇(f ′(r(x

(d)
i ; θ))) = 0,
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holds at the optimal solution, where the identity (f ∗)′(f ′(r)) = r is used. This is the
moment matching estimator of the density ratio with

η(x; θ) = ∇(f ′(r(x; θ))) = f ′′(r(x; θ))∇r(x; θ). (7)

We consider an extension of the f -divergence estimator. In the above estima-
tor, the density ratio is estimated by the moment matching estimator with η(x; θ) =

f ′′(r(x; θ))∇r(x; θ). Then, the estimated density ratio r(x; θ̂) is substituted into the ex-
pression of the f -divergence derived from the decomposition f(r) = rf ′(r) − f ∗(f ′(r)).
As an extension, we consider arbitrary moment matching estimators using η(x; θ), and
any decomposition of the function f such that

f(r) = rfn(r) + fd(r). (8)

The decomposition (4) corresponds to

fn(r) = f ′(r), fd(r) = −f ∗(f ′(r)). (9)

Then, the f -divergence is represented as∫
pd(x)f

(
r(x)

)
dx =

∫
pn(x)fn(r(x))dx+

∫
pd(x)fd(r(x))dx (10)

since r(x) = pn(x)/pd(x) holds. The empirical version of (10) provides an estimate of the
f -divergence,

D̂f =
1

md

md∑
i=1

fd(r(x
(d)
i ; θ̂)) +

1

mn

mn∑
j=1

fn(r(x
(n)
j ; θ̂)), (11)

where the parameter θ̂ is estimated by the estimation function Qη. In the next section,
we study the optimal choice of η and the decomposition fn, fd.

We may consider a wider class of f -divergence estimators than the estimator of the
form (11). For example, one may exploit non-parametric estimators of probability den-
sities with semi-parametric density ratio models to estimate the f -divergence. The esti-
mator (11), however, has the advantage of being simple to analyze statistical properties,
since they are the plug-in type estimator. Hence, in this paper, we focus on the estimator
(11).

Using the estimator D̂f , we can conduct the homogeneity test with hypotheses

H0 : pn = pd, H1 : pn ̸= pd. (12)

When the null hypothesis is true, the f -divergenceDf (pd, pn) is equal to zero and otherwise

Df (pd, pn) takes a positive real value. Thus, the null hypothesis is rejected when D̂f > t
holds, where t is a positive constant determined from the significance level of the test.
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4 Optimal Estimator of f-divergence

In a semiparametric setting, we consider the optimal estimator of the f -divergence. The
asymptotic variance is used as the criterion for the comparison of estimators [8]. For the
model r(x; θ) and the function f(r), we assume the following conditions.

Assumption 3

1. The model r(x; θ) includes the constant function 1.

2. For any θ ∈ Θ, 1 ∈ L[∇ log r(x; θ)] holds.

3. f is third-order differentiable, and a strictly convex function satisfying f(1) =
f ′(1) = 0.

Standard models of density ratios satisfy 1) and 2) of Assumption 3. Later, we show some
examples.

In addition, we assume the following conditions to justify the asymptotic expansion
of the estimator D̂f .

Assumption 4 (asymptotic expansion of D̂f)

1. For the estimator θ̂,
√
m(θ̂−θ∗) converges in distribution to a centered multivariate

normal distribution.

2. For the decomposition f(r) = fd(r) + rfn(r), suppose that Ed[|fd(r(x; θ∗))|2],
Ed[∥∇fd(r(x; θ

∗))∥], En[|fn(r(x; θ∗))|2], and En[∥∇fn(r(x; θ
∗))∥] are finite. In the

vicinity of θ∗, the second derivatives of fn(r(x; θ)) and fd(r(x; θ)) with respect to θ
are dominated by a pn-integrable function and a pd-integrable function, respectively.

3. En[(f
′(r; θ∗))− fn(r(x; θ

∗))∇ log r(x; θ∗)] exists.

Under Assumption 4, the delta method is available. See [24, Section 3] for details.
We compare the asymptotic variance of two estimators for the f -divergence; one is

the estimator D̂f derived from the moment matching estimator using η(x; θ) and the
decomposition f(r) = fd(r) + rfn(r), and the other is the estimator D̄f defined by the
density ratio estimator using η̄(x; θ) and the decomposition f(r) = f̄d(r) + rf̄n(r). In
order to compare the variances of these estimators, we consider the following formula,

0 ≤ V[D̂f − D̄f ] = V[D̂f ]− V[D̄f ]− 2Cov[ D̂f − D̄f , D̄f ].

Suppose that the third term vanishes for any D̂f , then we have the inequality V[D̄f ] ≤
V[D̂f ] for any D̂f . This implies that the estimator D̄f is the asymptotically optimal
estimator for the f -divergence.
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We compute the covariance Cov[ D̂f − D̄f , D̄f ]. Let the column vectors c(θ) and
c̄(θ) ∈ Rd be

c(θ) = En[{f ′(r(x; θ))− fn(r(x; θ))}∇ log r(x; θ)],

c̄(θ) = En[{f ′(r(x; θ))− f̄n(r(x; θ))}∇ log r(x; θ)].

Then, under Assumption 3 and Assumption 4, some calculation of the covariance gives
the equality

m(1 + ρ−1) · Cov[ D̂f − D̄f , D̄f ] = En

[{
f̄n(r)− fn(r) + c̄TU−1

η̄ η̄ − cTU−1
η η

}
· {f(r)− (r + ρ−1)(f̄n(r) + c̄TU−1

η̄ η̄)}
]
+ o(1), (13)

in which r denotes the density ratio r(x) = r(x; θ∗), and the functions in (13) are evaluated
at θ = θ∗. See Appendix A for the computation of (13). Then, we study the sufficient
condition that the above covariance vanishes.

Theorem 1 Suppose Assumption 3 and Assumption 4 for the decomposition of f , and
suppose that f̄d(r(x; θ)), f̄n(r(x; θ)) and η̄(x; θ) satisfy

f(r(x; θ))− (r(x; θ) + ρ−1)(f̄n(r(x; θ)) + c̄TU−1
η̄ η̄(x; θ)) ∈ L[∇ log r(x; θ)] (14)

for all θ ∈ Θ. Then the estimator D̄f using η̄(x; θ) and the decomposition f(r) = f̄d(r) +
rf̄n(r) satisfies

lim
m→∞

mV[D̄f ] ≤ lim
m→∞

mV[D̂f ],

that is, D̄f uniformly attains the minimum asymptotic variance in terms of the f -
divergence estimation.

Proof. Remember that Uη̄ = En[η̄(x; θ)∇ log r(x; θ)T ]. For any pn and pd such that
pn(x)/pd(x) = r(x; θ), we have

En

[{
f̄n(r)− fn(r) + c̄TU−1

η̄ η̄ − cTU−1
η η

}
∇ log r(x; θ)T

]
= En

[
{f̄n(r(x; θ))− fn(r(x; θ))}∇ log r(x; θ)T

]
+ c̄TU−1

η̄ Uη̄ − cTU−1
η Uη

= En

[
{f̄n(r(x; θ))− fn(r(x; θ))}∇ log r(x; θ)T

]
+ c̄T − cT

= 0.

Hence, when (14) holds, we have

m(1 + ρ−1) · Cov[ D̂f − D̄f , D̄f ] = o(1)

for any D̂f .
Intuitively, the meaning of Eq. (14) is related to the inference of probability distribu-

tions. As shown in [24, Section 5], for the probabilistic model p(x; θ), the Z-estimator
using η(x; θ) is available to estimate the parameter θ, i.e., the estimator is given by
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zero of the empirical mean of η(x; θ). In this case, the minimum asymptotic variance
of the parameter estimation is achieved when η(x; θ) ∈ L[∇ log p(x; θ)] holds. Note that
in the exponential family, ∇ log p(x; θ) leads to the sufficient statistics. In other words,
∇ log p(x; θ) implies the most informative direction for the parameter estimation. In the
density ratio estimation, ∇ log r(x; θ) corresponds to the score function ∇ log p(x; θ). The
equality

f(r)− (r + ρ−1)(f̄n(r) + c̄U−1
η̄ η̄) = {fd(r)− rc̄U−1

η̄ η̄} − ρ−1{fn(r) + c̄U−1
η̄ η̄}

implies that an estimator of Df is asymptotically given as D̂f = Êde[fd(r) − rc̄U−1
η̄ η̄] +

Ênu[fn(r) − c̄U−1
η̄ η̄], where Êde (resp. Êde) is the empirical expectation over the samples

x
(d)
1 , . . . , x

(d)
md (x

(n)
1 , . . . , x

(n)
mn)

1. Similarly to the estimation of probabilities, the minimum

asymptotic variance of D̂f is achieved when the estimation function is parallel to the most
informative direction L[∇ log r(x; θ)].

In the following corollaries, we present some sufficient conditions for (14).

Corollary 1 Under Assumption 3 and Assumption 4, suppose that, for r = r(x; θ),

f(r)− (r + ρ−1)f̄n(r) ∈ L[∇ log r] (15)

holds for all θ ∈ Θ. Then, the function η̄ = ηopt defined in (3) and the decomposition
f(r) = f̄d(r) + rf̄n(r) satisfy the condition (14).

Proof. We see that the condition (15) and the equality (r + ρ−1)ηopt = ρ−1∇ log r assure
the condition (14).
Based on Corollary 1 we see that the estimator defined from

fd(r) =
f(r)

1 + ρr
, fn(r) =

ρf(r)

1 + ρr
, η(x; θ) = ηopt(x; θ) (16)

leads to an optimal estimator of the f -divergence. In the optimal estimator, the function
f is decomposed according to the ratio of the logistic model, 1/(1 + ρr) and ρr/(1 + ρr).

We show another sufficient condition.

Corollary 2 Under Assumption 3 and Assumption 4, suppose that for r = r(x; θ) and
η̄ = η̄(x; θ),

f(r)− (r + ρ−1)f ′(r) ∈ L[∇ log r]

and

f ′(r)− f̄n(r) ∈ L[η̄]

hold for all θ ∈ Θ. Then, the decomposition f(r) = f̄d(r) + rf̄n(r) and the vector-valued
function η̄(x; θ) satisfy (14).

1The equality m(1+ ρ−1) ·Cov(D̂f − D̄f , Ênu[gnu] + Êde[gde]) = −En[Z · (gde − ρ−1gnu)] holds for any
gde and gnu. We omit the definition of the random variable Z.
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Table 1: Mean square errors of KL-divergence estimators are shown. pn (pd) is the
probability density of N(0, 1) (resp. N(µ, 1)).

mean square error: mE[(D̂f −Df )
2] (md = mn = 50)

µ 0.1 0.3 0.5 0.7 0.9 1.1 1.3 1.5 1.7 1.9
optimal estimator 0.038 0.143 0.299 0.685 1.119 1.808 2.502 3.642 5.276 8.354
conjugate representation 0.040 0.171 0.381 0.893 1.480 2.723 4.125 6.329 9.553 16.830

Proof. When f ′(r(x; θ))− f̄n(r(x; θ)) ∈ L[η̄(x; θ)] holds, there exists a vector b ∈ Rd such
that f ′(r(x; θ))− f̄n(r(x; θ)) = bT η̄(x; θ). Remember that c̄(θ) = En[{f ′(r)− f̄n(r)}∇ log r]
and Uη̄(θ) = En[η̄∇ log rT ]. Thus, c̄TU−1

η̄ = En[b
T η̄(∇ log r)T ]En[η̄(∇ log r)T ]−1 = bT

holds. Hence, we have c̄TU−1
η̄ η̄(x; θ) = bT η̄(x; θ) = f ′(r(x; θ)) − f̄n(r(x; θ)), and we can

confirm that (14) holds under the assumption.
We consider the decomposition derived from the conjugate representation, f(r) =

−f ∗(f ′(r)) + rf ′(r), that is, fd(r) = −f ∗(f ′(r)) and fn(r) = f ′(r), where f ∗ is the conju-
gate function of f . For the conjugate representation, the second condition in Corollary 2
is always satisfied, since f ′(r) − fn(r) = 0 holds. Then, the decomposition based on the
conjugate representation leads to an optimal estimator when the model r = r(x; θ) and
the function f satisfy

f(r)− (r + ρ−1)f ′(r) ∈ L[∇ log r]. (17)

Later, we show some examples.
We compare the decomposition (16) and that defined from the conjugate representa-

tion (9). As shown above, the conjugate representation leads to an optimal estimator if
(17) holds. However, there exists a pair of function f and model r(x; θ) which does not
meet (17) as shown in Example 1 below. In this case, the optimality of the estimator
based on the conjugate representation is not guaranteed. On the other hand, the decom-
position (16) always leads to an optimal estimator without specific conditions on f(r) and
r(x; θ), as long as the argument on the asymptotic expansion is valid.

We show some examples in which Corollary 1 or Corollary 2 is applicable to construct
the optimal estimator.

Example 1 Let the model be r(x; θ) = exp{θTϕ(x)}, θ ∈ Rd with ϕ(x) =
(ϕ1(x), . . . , ϕd(x))

T and ϕ1(x) = 1. Then L[∇ log r(x; θ)] is spanned by 1, ϕ2(x), . . . , ϕd(x).
The f -divergence with f(r) = − log r + r − 1 leads to the KL-divergence. Let fd(r) =
− log r − 1 and fn(r) = 1, then we can confirm that (15) is satisfied. Hence, the function
η = ηopt and the decomposition fd(r) = − log r − 1 and fn(r) = 1 lead to an optimal
estimator of the KL-divergence. We see that there is redundancy for the decomposition
of f . Indeed, for any constants c0, c1 ∈ R, the function c0 + c1 log r(x; θ) is included in
L[∇ log r(x; θ)]. Hence the decomposition

fn(r) =
r + c1 log r + c0

r + ρ−1
, fd(r) = r − log r − 1− rfn(r)
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with η̄ = ηopt also leads to an optimal estimator. The decomposition in (16) is realized
by setting c0 = −1, c1 = −1. Next, we consider the conjugate expression of the KL-
divergence. For f(r) = − log r + r − 1 and r(x; θ) = exp{θTϕ(x)}, we have f(r(x; θ)) −
(r(x; θ) + ρ−1)f ′(r(x; θ)) = −θTϕ(x)− ρ−1 + ρ−1 exp{−θTϕ(x)}. In general, the function
exp{−θTϕ(x)} is not represented by the linear combination of ϕ1(x), . . . , ϕd(x), and thus,
the condition in Corollary 2 will not hold. Therefore, the conjugate expression of the
KL-divergence is not optimal in general.

Table 1 shows numerical results of the estimation of the KL-divergence betweenN(µ, 1)
and N(0, 1). Under the model r(x; θ) = exp{α + βx}, θ = (α, β) ∈ R2, we compare the
optimal estimator using (16) and the estimator defined from the conjugate representation
of the KL-divergence. The sample size is set to md = mn = 50, and the averaged values
of the square error m(D̂f −Df )

2 over 1000 runs are presented for several µ. We see that
the optimal estimator outperforms the estimator using the conjugate representation.

Example 2 Let the model be r(x; θ) = exp{θTϕ(x)}, θ ∈ Rd with ϕ(x) =
(ϕ1(x), . . . , ϕd(x))

T and ϕ1(x) = 1. Then, the linear space L[∇ log r(x; θ)] is spanned
by {ϕ1(x), . . . , ϕd(x)} and thus L[∇ log r(x; θ)] includes the function of the form c0 +
c1 log r(x; θ) for c0, c1 ∈ R. Let the convex function f(r) be

f(r) =
1

1 + ρ
log

1 + ρ

1 + ρr
+ r

ρ

1 + ρ
log

r(1 + ρ)

1 + ρr
(18)

for ρ > 0. Then the corresponding f -divergence is reduced to mutual information:∫
pd(x)f

(
pn(x)

pd(x)

)
dx =

∫ ∑
y=n,d

p(x, y) log
p(x, y)

p(x)p(y)
dx,

in which y is the binary random variable taking “n” or “d”; the joint probability of x and y
is defined as p(x, n) = pn(x)

ρ
1+ρ

and p(x, d) = pd(x)
1

1+ρ
. The equality pd = pn implies that

the conditional probability p(x|y) is independent of y. Thus, mutual information becomes
zero if and only if pd = pn holds. For any moment matching estimator, we can confirm
that the following decomposition satisfies the condition in Corollary 2:

fd(r) =
1

1 + ρ
log

1 + ρ

1 + ρr
, fn(r) =

ρ

1 + ρ
log

r(1 + ρ)

1 + ρr
. (19)

Note that the above decomposition with the model r(x; θ) = exp{θTϕ(x)} also satisfies the
condition in Corollary 1. As pointed out in [14, 15], the decomposition above is derived
from the conjugate expression of (18). In this example, we present another characteriza-
tion, that is, an optimal estimator for mutual information.

Example 3 Let r(x; θ) = 1 + θTϕ(x) and ϕ1(x) = 1. The subspace L[∇ log r(x; θ)]
is spanned by {ϕ1/r, . . . , ϕd/r}, and thus L[∇ log r(x; θ)] includes the function of
the form c0 + c1/r(x; θ) for c0, c1 ∈ R. Let the convex function f be f(r) =
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1
ρ+1

(
r − 1 + (1 + ρr) log 1+ρr

r(1+ρ)

)
for ρ > 0. Then the corresponding f -divergence is ex-

pressed as ∫
pd(x)f

(
pn(x)

pd(x)

)
dx = KL

(
pd + ρ pn
1 + ρ

, pn

)
,

where KL is the Kullback-Leibler divergence. Corollary 1 assures that the decomposition

fd(r) =
1

ρ+1

(
r−1
1+ρr

+ log 1+ρr
r(1+ρ)

)
, fn(r) =

ρ
ρ+1

(
r−1
1+ρr

+ log 1+ρr
r(1+ρ)

)
and the moment matching

estimator using η = ηopt lead to an optimal estimator for the above f -divergence. On the
other hand, due to Corollary 2, we can confirm that the decomposition derived from the

conjugate expression, fd(r) =
1

1+ρ
log 1+ρr

r(1+ρ)
, fn(r) = f ′(r) = 1

r(1+ρ)

(
r − 1 + ρr log 1+ρr

r(1+ρ)

)
leads to another optimal estimator.

5 Homogeneity Test Exploiting f-divergence Estima-

tors

For the homogeneity test of pn and pd, we need to know the asymptotic distribution
of D̂f under the null hypothesis, H0 : pn = pd in (12). In this section, we assume
pn(x)
pd(x)

= r(x; θ∗) = 1. We consider the optimal estimator D̂f defined from (16). The
asymptotic distribution of the optimal estimator is given by the following theorem.

Theorem 2 Let pn(x)/pd(x) = r(x; θ∗) = 1. Suppose that Assumption 3 and Assump-
tion 4 hold, and that in the vicinity of θ∗, the third-order derivatives of fn(r(x; θ)) and
fd(r(x; θ)) with respect to θ are dominated by a pd-integrable function. We assume that
the d by d symmetric matrix Uη = En[η(∇ log r)T ] with η = ηopt = 1

1+ρr
∇ log r is non-

degenerate in the vicinity of θ = θ∗. Let D̂f be the estimator defined from (16). Then, in

terms of the asymptotic distribution of D̂f , we obtain 2m
f ′′(1)

D̂f
d−→ χ2

d−1, where χ2
k is the

chi-square distribution with k degrees of freedom.

The proof is deferred to Appendix B. For the homogeneity test of pn and pd, the null
hypothesis pn = pd is rejected if

D̂f ≥ f ′′(1)

2m
χ2
d−1(1− α) (20)

is satisfied, where χ2
d−1(1 − α) is the chi-square 100(1 − α) percent point function with

d − 1 degrees of freedom. The homogeneity test based on (20) with the optimal choice

(16) is referred to as D̂f -based test.
We consider the power function of the homogeneity test, and compare the proposed

method to the other method. A standard approach for the homogeneity test is exploiting
the asymptotic distribution of the empirical likelihood estimator θ̂. Under the model

r(x; θ) = exp{α + ϕ(x; β)}, θ = (α, β) ∈ R× Rd−1, (21)



f -Divergence Estimation and Two-Sample Homogeneity Test 14

Fokianos et al. [7] pointed out that the asymptotic distribution of the empirical likelihood

estimator θ̂ = (α̂, β̂) ∈ R× Rd−1 under the null hypothesis pn = pd is given as

√
m(β̂ − β∗)

d−→ Nd−1( 0,Vn[∇βϕ]
−1 ),

where θ∗ = (α∗, β∗) and ∇βϕ is the d−1 dimensional gradient vector of ϕ(x; β) at β = β∗

with respect to the parameter β. Then the null hypothesis is rejected if the Wald-type
test statistic

S = m(β̂ − β∗)T V̂n[∇βϕ](β̂ − β∗) (22)

is larger than χ2
d−1(1 − α), where V̂n[∇βϕ] is a consistent estimator of Vn[∇βϕ]. In this

paper, the homogeneity test based on the statistic S is referred to as the empirical likeli-
hood score test. Fokianos et al. [7] studied statistical properties of the empirical likelihood
score test through numerical experiments, and reported that the power of the empirical
likelihood score test is comparable to the standard t-test and F -test which are available
under parametric models.

Alternative test statistic is given by the empirical likelihood ratio test. Let ℓ(θ) be

ℓ(θ) =

md∑
i=1

log
1

ρr(x
(d)
i ; θ) + 1

+
mn∑
j=1

log
ρr(x

(n)
j ; θ)

ρr(x
(n)
j ; θ) + 1

.

Then, the empirical likelihood ratio test uses the statistic,

R = 2max
θ∈Θ

{ℓ(θ)− ℓ(θ∗)}. (23)

It is shown that under the null hypothesis r(x) = 1, the statistic, R, converges in dis-
tribution to the chi-square distribution with d − 1 degrees of freedom [15]. The empir-
ical likelihood ratio test is closely related to the mutual information shown in Example
2. Indeed, the estimator of the mutual information derived from (6) and (18) satisfies

R = 2(mn + md)D̂f . This formula has been pointed out in [15]. Our argument in Ex-
ample 2 guarantees that this estimator attains the minimum asymptotic variance for the
estimation of mutual information.

We show that the power of the D̂f -based test is not less than that of the empirical
likelihood score test under the setup of local alternative, where the distributions pn and
pd vary according to the sample size. To compute the power of the test, we assume the
following conditions.

Assumption 5

1. f is third-order differentiable, and a strictly convex function satisfying f(1) =
f ′(1) = 0.

2. The density ratio model r(x; θ) is represented as (21), and suppose the true density
ratio is given as r(x; θ∗) = 1. Note that for any θ ∈ Θ, 1 ∈ L[∇ log r(x; θ)] holds.
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3. In the vicinity of θ∗, the third-order derivatives of fn(r(x; θ)) and fd(r(x; θ)) with
respect to θ are dominated by a pd-integrable function.

4. For a fixed probability density p(x), we assume pd(x) = p(x). The probability density

p
(m)
n is represented as p

(m)
n (x) = pd(x)r(x; θm), where the parameter θm is defined as

θm = θ∗ + hm/
√
m for hm ∈ Rd satisfying limm→∞ hm = h ∈ Rd.

5. The matrix-valued functions M(θ) and U(θ) are defined as

M(θ) = Ed[∇ log r(x; θ)∇ log r(x; θ)T ],

U(θ) = Ed[
1

1 + ρr(x; θ)
∇ log r(x; θ)∇ log r(x; θ)T ].

We assume that M(θ) and U(θ) are continuous and non-degenerate in the vicinity
of θ∗.

6. Let V [∇r] be the variance-covariance matrix of ∇ log r(x; θ∗) = ∇r(x; θ∗) under
pd(x)(= p(x)). We assume

1

mn

mn∑
j=1

∇r(x
(n)
j ; θ∗)∇r(x

(n)
j ; θ∗)T

p−→ M(θ∗), (24)

√
mU(θm)(θ̂ − θm)

d−→ N
(
0,

1

(1 + ρ)2
V [∇r]

)
, (25)

when m tends to infinity.

Note that (25) is reduced to (2) with η = ηopt, when hm = 0 ∈ Rd holds. See [24, Sec-
tion 14] and [18, Section 11.4.2] for details of the asymptotic theory when the probability
distribution depends on the sample size.

In the above, one can make the assumption weaker such that the probability pd also
varies according to the sample size. We adopt the simplified assumption to avoid technical
difficulties.

Theorem 3 Under Assumption 5, the power function of the D̂f -based test with signifi-
cance level α is asymptotically given as Pr

{
Y ≥ χ2

d−1(1 − α)
}
, where Y is the random

variable whose distribution function is the non-central chi-square distribution with d − 1
degrees of freedom and non-centrality parameter hTM(θ∗)h. Moreover, the asymptotic
power function of the empirical likelihood score test (22) is the same.

The proof is given in Appendix C. Theorem 3 implies that, under the local alternative,
the power function of the D̂f -based test does not depend on choice of the f -divergence,

and that the empirical likelihood score test has the same power as the D̂f -based test.
Next, we consider the power function under the misspecification case.
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Theorem 4 We assume that the density ratio p
(m)
n /pd is not realized by the model r(x; θ),

and that p
(m)
n is represented as p

(m)
n (x) = pd(x)

(
r(x; θm) +

sm(x)+εm√
m

)
, where sm(x) satis-

fies Ed[sm(x)] = 0. Suppose that limm→∞ εm = ε holds. Suppose Assumption 5 except the

definition of p
(m)
n (x). Then, under the setup of the local alternative, the power function of

the D̂f -based test is larger than or equal to that of the empirical likelihood score test.

The proof is given in Appendix D. Even in the misspecification case, the assumptions
(24) and (25) is valid, since eventually the limit of p

(m)
n /pd is realized by the model

r(x; θ∗) = 1. In [18, Section 11.4.2], detailed explanation on the asymptotic theory under

local alternative is presented. Theorem 3 and Theorem 4 indicate that the D̂f -based test
is more powerful than the empirical likelihood score test regardless of whether the model
r(x; θ) is correct or slightly misspecified.

6 Numerical Studies

In this section, we report numerical results for illustrating the adequacy of the asymptotic
theory for finite-sample inference.

We examine two f -divergences for the homogeneity test. One is the KL-divergence
defined by f(r) = r − 1− log(r) as shown in Example 1, and the test statistic is derived
from (16). This is referred to as the KL-based test. The other is mutual information

defined by (18), and the estimator D̂f is derived from the optimal decomposition (16)
and the moment matching estimator η = ηopt. This is referred to as the MI-based test.
The empirical likelihood ratio test (23) is also applied. As we mentioned, the statistic of
the empirical likelihood ratio test is equivalent to the estimator of mutual information
using the conjugate representation (19) and the moment matching estimator η = ηopt.
This fact has been investigated by Keziou and Leoni-Aubin [14, 15]. The MI-based test
and empirical likelihood ratio test share the same moment matching estimator using ηopt,
and the difference comes from the way of decomposing the function f . In the following, we
observe that the MI-based test and empirical likelihood ratio test provide almost the same
results. We compare these methods to the empirical likelihood score test (22) proposed
in [7], and the Hotelling T 2-test. The null hypothesis of the test is H0 : pn = pd and the
alternative is H1 : pn ̸= pd. The type-I error and the power function of these tests are
computed.

First we assume that the null hypothesis pn = pd is correct, and we compute the type-I
error. We consider three cases: in the first case, the distributions of pn and pd are given
as the one-dimensional exponential distribution with rate parameter λ = 0.1, 1 or 5; in
the second case, the distributions of pn and pd are given as the 10-dimensional normal
distribution N10(0, I10); and in the third case, each element of the 10-dimensional vector
x ∈ R10 is independent and identically distributed from the t-distribution with 10 or 5
degrees of freedom. For the k-dimensional vector x = (x1, . . . , xk), the semiparametric
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model for density ratio is defined as

r(x; θ) = exp

{
α +

k∑
i=1

βixi +
k∑

j=1

βk+j x
2
j

}
(26)

with the (2k + 1)-dimensional parameter θ = (α, β1, . . . , β2k). The sample size is set to
mn = md and varies from 10 to 100 for one-dimensional random variables and from 100
to 1000 for 10-dimensional random variables. The significance level of the test is set to
0.05, and the type-I errors are averaged over 1000 runs. For each case, the averaged type-I
errors of the KL-based test, MI-based test, empirical likelihood ratio test, and empirical
likelihood score test are shown in Table 2. In the exponential distribution, the type-I
error of empirical likelihood score test is larger than the significance level even with large
sample size. On the other hand, the type-I errors of the KL-based test, MI-based test and
empirical likelihood ratio test are close to the significance level for large sample size. In
addition, the type-I error comes closer to the significance level when the rate parameter
λ becomes bigger. This is because large λ corresponds to small variance, and hence, the
estimation accuracy of the f -divergence is high for large λ. In the normal case, all of
the type-I errors converge to the significance level with modest sample size. In the case
of the t-distribution, the type-I error of the empirical likelihood score test is larger than
the significance level even with large sample size. On the other hand, the type-I errors of
the other tests are close to the significance level with moderate sample size even for the
t-distribution.

Next, we compute the power function of the KL-based test, MI-based test, empirical
likelihood ratio test, empirical likelihood score test, and Hotelling T 2-test. In the nu-
merical simulations, pn(x) is fixed and pd(x) is varied by changing the parameters in the
distribution such as the rate parameter, the mean parameter or the scale parameter. We
consider the following three setups:

1. pn(x) is given as the one-dimensional exponential distribution with rate parameter
λnu = 0.1, 1 or 5, and pd(x) is also the one-dimensional exponential distribution
with rate parameter λde. The parameter λde varies from 0.6 ·λnu to 1.4 ·λnu. We use
two density ratio models: one is given as r(x; θ) = exp{α + β1x}, θ = (α, β1) ∈ R2,
and the other is given as r(x; θ) = exp{α + β1x + β2x

2}, θ = (α, β1, β2) ∈ R3. The
sample size is set to mn = md = 100.

2. pn(x) is defined as the 10-dimensional standard normal distribution, or the 10-
dimensional t-distribution with 10 or 5 degrees of freedom. The sample x(d) =
(x

(d)
1 , . . . , x

(d)
10 ) from pd is computed such that

x
(d)
ℓ = xℓ + µ, ℓ = 1, . . . , 10, (27)

where x = (x1, . . . , x10) ∼ pn, that is, the mean parameter µ ∈ R is added to
each element of x. Hence, pn = pd holds for µ = 0. The sample size is set to
mn = md = 500 or 1000, and the density ratio models (26) with k = 10 is used.
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3. pn(x) is given as the same distribution as the second setup, and the sample x(d) =

(x
(d)
1 , . . . , x

(d)
10 ) from pd is computed such that

x
(d)
ℓ = σ × xℓ, ℓ = 1, . . . , 10, (28)

where x = (x1, . . . , x10) ∼ pn, that is, the scale parameter σ > 0 is multiplied to
each element of x ∈ R10. Hence, the null hypothesis pn = pd corresponds to σ = 1.
The sample size is set to mn = md = 500 or 1000, and the density ratio models (26)
with k = 10 is used.

In the first setup for the exponential distribution, both of the two density ratio models
include the true density ratio. In the second and the third setups, when both pn and pd
are the 10-dimensional normal distribution, the density ratio model (26) includes the true
density ratio. For the t-distribution, however, the true ratio r(x) resides outside of the
model (26). In all simulations, the significance level is 0.05, and the power functions are
averaged over 1000 runs.

Table 3 shows the averaged power functions for the first setup. Under the model
r(x; θ) = exp{α + β1x}, the power functions of all tests behave in a similar way, and are
almost independent of the value of λnu. Under the larger model r(x; θ) = exp{α + β1x+
β2x

2}, however, except the Hotelling T 2-test, the power is slightly smaller than that under
the smaller density ratio model.

Table 4 shows the averaged power functions for the setup (27). The mean parameter
µ varies from −0.1 to 0.1. When both pn and pd are the normal distribution, the power
functions of the KL-based test, MI-based test, empirical likelihood ratio test, and empirical
likelihood score test almost coincide with each other. The power of the Hotelling T 2-test
is slightly larger than the others. This result is obvious, since the Hotelling T 2-test works
well under the normal distribution. Under the t-distribution with 5 degree of freedom, the
power of empirical likelihood score test around µ = 0 is much larger than the significance
level, 0.05. That is, the empirical likelihood score test is not conservative, and will lead
false positive with high probability. In the MI-based test and empirical likelihood ratio
test, the power around µ = 0 is close to the significance level and the power is comparable
to the Hotelling T 2-test outside of the vicinity of µ = 0.

Table 5 shows the averaged power functions when the scale parameter σ in (28) varies
from 0.9 to 1.1. In this case, the means of pn and pd are the same, and hence the Hotelling
T 2-test fails to detect the difference between pn and pd. In addition, we see that the power
function of the empirical likelihood score test is biased, that is, the power function takes
the minimum value at σ less than 1. This is because the estimated variance, V̂n, based
on the empirical likelihood score estimator tends to take slightly small values than the
true variance. In the MI-based test and empirical likelihood ratio test, the power around
σ = 1 is close to the significance level, while the power of the KL-based test is slightly
larger than the significance level around σ = 1.

In the first numerical study on the exponential distribution, a test with the smaller
density ratio model performs better than that using the larger model. We see that the
power of the Hotelling T 2-test is high, since the Hotelling T 2-test detects the difference
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in the mean value which is directly connected to the rate parameter of the exponential
distribution. As shown in the numerical results of the second and the third setups, when
the model r(x; θ) is correct, the powers of the KL-based test, MI-based test, empirical
likelihood ratio test, and empirical likelihood score test are almost the same. Thus, the
numerical simulations meet the theoretical results in Theorem 3. The empirical likelihood
score test has large type-I error and the power is slightly biased especially when the
samples are generated from the t-distribution. Throughout the simulations, the MI-based
test and empirical likelihood ratio test have comparable power to the other methods, while
the type-I error is well controlled. In the simulations, we see that the null distribution
of the MI-based test and that of the empirical likelihood ratio test are approximated by
the asymptotic distribution more accurately than that of the KL-based test, although the
first-order asymptotic theory provided in Section 5 does not explain the difference between
the MI-based test and KL-based test. We expect that higher order asymptotic theory is
needed to better understand the difference among f -divergences for the homogeneity test.

7 Conclusion

We have addressed inference methods of density ratios and their application to homo-
geneity test under the semiparametric models. We showed that the estimator introduced
in [20] provides an optimal estimator of the f -divergence with appropriate decomposition
of the function f , and proposed a test statistic for homogeneity test using the optimal
f -divergence estimator. It is revealed that the power function of the D̂f -based test does
not depend on the choice of the f -divergence up to the first order under the local alter-
native setup. Additionally, the D̂f -based test and empirical likelihood score test [7] were
shown to have asymptotically the same power. For misspecified density-ratio models, we
showed that the D̂f -based test usually has greater power than the empirical likelihood
score test. In numerical studies, the MI-based test and empirical likelihood ratio test
provided the most reliable results than the others, that is, the null distribution was well
approximated by the asymptotic distribution with moderate samples size, and the power
was comparable to the Hotelling T 2-test even under the normal case.

The choice of the f -divergence is an important open problem for the homogeneity
test. In our first-order asymptotic theory, the choice of the f -divergence does not affect
the power function of the D̂f -based test. Hence, higher order asymptotic theory may be
necessary to make clear the difference among f -divergences for the homogeneity test.

In this paper, we considered the estimators of the form (11), while we can use a wider
class of estimators for the inference of divergences. In terms of the class of f -divergence
estimators, we have two challenging future works: one is to study the optimal estimator
among all estimators of the f -divergence, and another is to specify how large the class of
estimators (11) is among all estimators.
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A Asymptotic expansion of D̂f

We make a supplementary statement on the asymptotic expansions of D̂f and D̄f in (13).
We consider the asymptotic expansion of the estimator (11). For f(r) = fd(r) + rfn(r),
let us define Gf be

Gf =

√
m

md

md∑
i=1

[
fd(r(x

(d)
i ; θ∗))− Ed[fd(r(x; θ

∗))]
]

+

√
m

mn

mn∑
j=1

[
fn(r(x

(n)
j ; θ∗))− En[fn(r(x; θ

∗))]
]
,

and Ḡf is also defined in the same way for the other decomposition f(r) = f̄d(r)+rf̄n(r).
Remember that

c = En

[
{f ′(r(x; θ∗))− fn(r(x; θ

∗))}∇ log r(x; θ∗)
]
,

c̄ = En

[
{f ′(r(x; θ∗))− f̄n(r(x; θ

∗))}∇ log r(x; θ∗)
]
.

The Taylor expansion around θ = θ∗ yields fd(r(x; θ̂)) = fd(r(x; θ
∗)) +

fd
′(r(x; θ∗))r(x; θ∗)∇ log r(x; θ∗)T (θ̂ − θ∗) + O(∥θ̂ − θ∗∥2). We have the same expansion

for fn(r(x; θ̂)). By using the above expansions with Assumption 3 and Assumption 4, we
have

√
m(D̂f −Df ) = Gf −

√
mcTU−1

η Qη(θ
∗) + op(1),√

m(D̄f −Df ) = Ḡf −
√
m c̄TU−1

η̄ Qη̄(θ
∗) + op(1).

The first and the second terms of
√
m(D̂f−Df ) and

√
m(D̄f−Df ) converge in distribution

to a centered normal distribution. For pn = pd, however, these terms may vanish and√
mD̂f becomes of the order op(1), as shown in Appendix B. Substituting the above

expression into m · Cov[D̂f − D̄f , D̄f ] = E[{
√
m(D̂f − Df ) −

√
m(D̄f − Df )}

√
m(D̄f −

Df )] + o(1), we obtain (13).
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B Proof of Theorem 2

Proof. Let δθ̂ = θ̂ − θ∗. Then, due to (2), we have
√
mδθ̂ = −

√
mU−1

η Qη + op(1),
where η = ηopt defined in (3). Let fd(r) = f(r)/(1 + ρr) and fn(r) = ρf(r)/(1 + ρr).
Then we have fd(1) = fd

′(1) = fn(1) = fn
′(1) = 0 and fd

′′(1) + fn
′′(1) = f ′′(1), since

f(1) = f ′(1) = 0 is assumed. The asymptotic expansion of mD̂f around θ = θ∗ leads to

mD̂f =
fd

′′(1)

2

√
mδθ̂TEd[∇r(x; θ∗)∇r(x; θ∗)T ]

√
mδθ̂,

+
fn

′′(1)

2

√
mδθ̂TEn[∇r(x; θ∗)∇r(x; θ∗)T ]

√
mδθ̂ + op(1)

=
(1 + ρ)2f ′′(1)

2

√
mQT

η (En[∇r(x; θ∗)∇r(x; θ∗)T ])−1
√
mQη + op(1),

since pn = pd and r(x; θ∗) = 1 hold. The asymptotic distribution of
√
mQη is the Gaussian

distribution with mean zero and variance-covariance matrix Vn[∇r]/(1 + ρ)2, since the
equality ηopt(x; θ

∗) = ∇ log r(x; θ∗)/(1 + ρ) = ∇r(x; θ∗)/(1 + ρ) holds. Let M be the d by
d matrix defined as M = En[∇r(x; θ∗)∇r(x; θ∗)T ], and

√
V be a d by d matrix such that√

V
√
V

T
= Vn[∇r]. Then asymptotically

2m

f ′′(1)
D̂f

d−→ ZT
d

√
V

T
M−1

√
V Zd

holds, where Zd is the d-dimensional random vector whose distribution is the d-
dimensional standard Gaussian distribution, that is, Zd ∼ Nd(0, Id). Let

√
M be the

symmetric positive definite matrix such that M =
√
M

√
M , and the vector µ be

µ = En[∇r(x; θ∗)]. Note that
√
M is well-defined, since M is a positive definite ma-

trix. Let P be the d by d matrix P = I −
√
M

−1
µµT

√
M

−1
, then P is the pro-

jection matrix along the vector
√
M

−1
µ. Indeed, for the vector b ∈ Rd such that

bT∇ log r(x; θ∗) = ∇r(x; θ∗)T b = 1, we have En[∇r] = En[∇r(∇r)T b] = En[∇r(∇r)T ]b,

and thus, ∥
√
M

−1
µ∥2 = En[∇r]TEn[∇r∇rT ]−1En[∇r] = En[∇r]T b = 1 holds. We

can choose
√
V =

√
MP , since

√
V
√
V

T
= M − µµT holds. As a result, we have

ZT
d

√
V

T
M−1

√
V Zd = ZT

d PZd, and the distribution of ZT
d PZd is the chi-square distri-

bution with d− 1 degrees of freedom.

C Proof of Theorem 3

First, we calculate the power function of D̂f -based test. Proof. The equality p
(m)
n (x) =

pd(x)r(x; θm) leads to Ed[∇r(x; θ∗)]Th = 0. Indeed∫
p(m)
n (x)dx =

∫
pd(x)r(x; θm)dx

=⇒ 1 = 1 + Ed[∇r(x; θ∗)]T
hm√
m

+ o(1/
√
m) (29)
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holds, since θm = θ∗+hm/
√
m. Thus, we have E[∇r(x; θ∗)]Th = 0 when m tends to infin-

ity. Let the matrix M be M(θ∗) = E[∇r(x; θ∗)∇r(x; θ∗)T ], the vector µ be E[∇r(x; θ∗)],

and
√
V be a matrix such that

√
V
√
V

T
= V [∇r]. Let δθ̂m be θ̂− θm. Under Assumption

5, the asymptotic expansion gives

2m

f ′′(1)
D̂f = (

√
mδθm + hm)

TM(
√
mδθm + hm) + op(1)

= (
√
mU(θm)δθm + U(θm)h)

TU(θm)
−1MU(θm)

−1

× (
√
mU(θm)δθm + U(θm)h) + op(1)

d−→
∥∥√M

−1√
V Zd +

√
Mh

∥∥2
, Zd ∼ Nd(0, Id), (30)

Since limm→∞ U(θm) = M/(1 + ρ) and
√
mU(θm)δθm

d−→
√
V Zd/(1 + ρ) hold. In the

same way as the proof of Theorem 2, we see that
√
M

−1√
V is the projection matrix along

the vector
√
M

−1
µ. Moreover,

√
Mh is orthogonal to the vector

√
M

−1
µ since µTh = 0

holds. As a result, we see that the distribution function of
∥∥√M

−1√
V Zd +

√
Mh

∥∥2
is

the non-central chi-square distribution with d − 1 degrees of freedom and non-centrality
parameter hTM(θ∗)h.

Next, we calculate the power function of empirical likelihood score test. The notations
M and µ are the same as the proof above. Proof. From the definition of the statistic S,
we have

S = m(β̂ − β∗)T V̂n[∇βϕ](β̂ − β∗)

= m(θ̂ − θ∗)TV (θ̂ − θ∗) + op(1),

where V = V [∇r]. In the same way as (30), we have

m(θ̂ − θ∗)TV (θ̂ − θ∗) + op(1)
d−→

∥∥√V
T√

M
−1
(
√
M

−1√
V Zd +

√
Mh)

∥∥2
.

The matrix
√
V

T√
M

−1
is the projection matrix along the vector

√
M

−1
µ and µTh = 0

holds. Then we see that the vector
√
M

−1√
V Zd +

√
Mh is orthogonal to

√
M

−1
µ. This

implies ∥
√
V

T√
M

−1
(
√
M

−1√
V Zd +

√
Mh)∥2 = ∥

√
M

−1√
V Zd +

√
Mh∥2. Thus, under

the local alternative setup, the limit distribution of the test statistic S is the non-central
chi-square distribution with the same parameter as D̂f -based test.

D Proof of Theorem 4

Below, the notations M = E[∇r(x; θ∗)∇r(x; θ∗)] and µ = E[∇r(x; θ∗)] are used. Proof. In
the same way as (29), we have µTh + ε = 0. Let the random vector W be W = PZd +√
Mh, Zd ∼ Nd(0, Id), where P is the projection matrix along the vector

√
M

−1
µ as

defined in the proof of Theorem 2. According to the proof of Theorem 3 in Appendix
C, the power of D̂f -based test is asymptotically equal to Pr

{
∥W∥2 ≥ χ2

d−1(1− α)
}
, and
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that of empirical likelihood score test is equal to Pr
{
∥PW∥2 ≥ χ2

d−1(1 − α)
}
. We have

the equality W = PW + c
√
M

−1
h with some c ∈ R. Note that generally

√
Mh is not

orthogonal to
√
M

−1
µ in the misspecified case, since (

√
M

−1
µ)T

√
Mh = µTh = −ε holds.

For ε ̸= 0, we have c ̸= 0 and then the inequality ∥W∥2 > ∥PW∥2 holds. As a result, the

power of D̂f -based test is larger than or equal to that of empirical likelihood score test
under the misspecified setup.
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