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Abstract

This paper addresses the task of trajectory cost predic-
tion, a new learning task for trajectories. The goal of
this task is to predict the cost for an arbitrary (pos-
sibly unknown) trajectory, based on a set of previous
trajectory-cost pairs. A typical example of this task
is travel-time prediction on road networks. The main
technical challenge here is to infer the costs of trajecto-
ries including links with no or little passage history. To
tackle this, we introduce a weight propagation mecha-
nism over the links, and show that the problem can be
reduced to a simple form of kernel ridge regression. We
also show that this new formulation leads us to a uni-
fying view, where a natural choice of the kernel is sug-
gested to an existing kernel-based alternative.

Introduction
Traffic systems have provided the artificial intelligence (AI)
community with a number of interesting research topics
to date. Traffic volume modeling is a traditional area of
AI research (Sekine 1994). Autonomous driving (Urm-
son et al. 2009) and a stochastic formulation of route plan-
ning (Nikolova and Karger 2008) are other recent topics.

This paper addresses a new learning task in traffic sys-
tems. We wish to predict the cost of an arbitrary (possibly
unknown) trajectory, or a path, on a network. Figure 1 illus-
trates our problem. We are given a set ofN trajectory-cost
pairs as the training data,

D ≡ {(x(n), y(n)) | n = 1, 2, ..., N}, (1)

where eachx(n) represents then-th trajectory (a sequence
of links), andy(n) represents an observed value of the cost
of x(n). Our task is to predict the cost of an input trajectory
x, which should not be assumed to be exactly included in the
data. Clearly, this problem can be viewed as a special type
of regression for moving patterns of individual vehicles, and
we call this tasktrajectory regression.

Travel-time prediction is a typical application of this task.
Note that the problem setting of trajectory cost prediction is
of crucial importance in practice. While recent Global Posi-
tioning Systems (GPS) allow us to measure spatio-temporal
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(a) Road network                   (b) Link network

Figure 1:(a) Problem setting. From a set of trajectory-cost pairs,
we predict the costy of an arbitrary input trajectoryx. A trajectory
refers to a sequence of connected links. (b) Link network defined
by the link similarity matrixS.

locations, it is extremely hard to obtain complete trajectories
in reality. This is mainly due to finite space and time reso-
lutions of GPS, and frequent and unavoidable electromag-
netic interference, especially in urban areas (Greaves and
Figliozzi 2008). In our problem setting, what we assume
in the training set is only thetotal cost of each individual
trajectory, which can be easily and inexpensively measured
and recorded.

In a specific context of travel-time prediction, the use of
Gaussian process regression (GPR) has been proposed for
trajectory regression by Idé and Kato (2009). However, a
number of important issues remain unsolved. First, in that
work, all the trajectories in the training data are assumed to
share thesameorigin and destination, which limits practical
applicability to a great extent. Second, in the GPR formu-
lation, it is not clear what kind of kernels should be chosen
and why.

In this paper, we clearly answer these questions by intro-
ducing a new formulation of trajectory regression. Starting
from the same noise model as used in GPR, we introduce
a mechanism for weight propagation over links as a natu-
ral formalization of the intuition that the links neighboring
a congested link will also be congested. We show that this
task of trajectory cost prediction can be rewritten as a sim-
ple form of regularized least squares regression. Finally, we
show that our formulation leads to a natural choice of the
kernel, and clearly outperforms the GPR with the ad hoc
chosen string kernel. Through this analysis, we present the
readers with a unifying view for the task of trajectory cost
prediction. To the best of our knowledge, this is the first
work that clarifies the relationship between the kernel ap-
proach and weight propagation over a network in trajectory



regression.

Problem Setting
As described in Introduction, we assume that we are given a
data set ofN trajectory-cost pairs as Eq. (1). Our goal is to
predict thecosty spent along a given trajectoryx including
possibly unseen links on the network.

To make the problem tractable, we restrict our attention
to trajectories on networks, where a trajectory is represented
as a sequence of link identifications (IDs). We denote the
number of links in the entire network byM . Even in this
case, however, the datasetD cannot span all of the possible
trajectories since the number of possible trajectories in a net-
work is of a factorial order. Thus, simple strategies such as
k-nearest neighbor regression will not work. In addition, in
realistic situations, the distribution of the amount of traffic
is not at all uniform. In other words, some links have an ex-
tremely high number of passages, while others have almost
no passages, as shown later by our experiments.

To summarize, main technical challenges are (1) how to
handle trajectories including unseen links, and (2) how to
handle heterogeneity over the link traffic.

Weight Propagation Model
This section explains how to formalize our task of trajec-
tory cost prediction. First, we look at how to parameterize
the link cost. Then we consider the important issue of how
to handle little- or no-passage links, and introduce a weight
propagation mechanism.

Parameterizing link cost
We start with the assumption about the observation noise for
the costy of a trajectoryx as used in the GPR formulation:

p(y|x) = N (y|m(x), σ2), (2)

whereN (·|m,σ2) denotes a Gaussian distribution with the
meanm and the varianceσ2. To consider the functional
form of m(x), let us first look at the simplest situation. If
there is no interaction between the moving objects, the mean
trajectory cost will be simply given as

m0(x) ≡
∑
e∈x

leφ
0
e, (3)

wherele is the length or weight of a linke, andφ0
e (which

we assume known) is a constant representing the cost spent
per unit length ate under the condition of no interaction. In
travel-time prediction, the total time spent is the sum over
the contributions of the individual links.

If an interaction exists between the objects,m0(x) will
not be a good approximation. To handle thedeviationfrom
the baseline cost, we introduce state variables{f1, ..., fM}
for the individual links. Then we can generally express the
costm(x) as

m(x|f) =
∑
e∈x

le(φ
0
e + fe), (4)

where we explicitly denoted inm the dependency onf ≡
[f1, ..., fM ]>. This is our basic model form(x). One might

include nonlinear terms such as
∑

e,e′∈x le,e′fefe′ . How-
ever, we believe that the main contribution is captured by
the linear term as in Eq. (4) since such a nonlinear term is
not consistent with the intuition thatm(x) is roughly pro-
portional to|x|, the number of links inx. Instead of using
a complex nonlinear model inm(x), we take account of the
effect of inter-link interactions in the framework of weight
propagation as discussed later.

Loss function
Now our goal is to determine the state variables{fe} from
the dataD. Based on the Gaussian observation model, one
natural approach for learning{fe} is the maximum like-
lihood. Equivalently, one can minimize the negative log-
likelihood given by

L(D,f) ≡
N∑

n=1

(
y(n) −m(x(n)|f)

)2

, (5)

where we omitted constant terms and the unimportant pref-
actor. This is a well-known quadratic loss function.

By using Eq. (4), it appears that minimizing this loss func-
tion is sufficient to find the solution. However, this is not
true in general. As mentioned before, the trajectories inD
are not expected to include all of the links. Some of the links
do not appear in the loss function and are left undetermined.
It is clear that using the baseline costs for such links is not a
good solution, since such static information does not reflect
any changes in the actual traffic flow.

Predicting the cost of a trajectory including any unseen
links appears to be difficult. However, introducing another
assumption that we call weight propagation makes it possi-
ble. We look at this approach in the next subsection.

Propagation penalty
One of the most important features of networks is the fact
that an event at one location can propagate to the neigh-
boring locations through the connecting links. Thus, if a
link e has a significant deviation from its baseline state, then
e’s neighboring links are expected to be influenced by that
large deviation. This effect is easily understood by thinking
about traffic jams. For example, if 5th Avenue in Manhattan,
New York, becomes jammed by traffic, then we naturally
expect traffic jams on neighboring Park Avenue and 53rd
Street. This suggests that the state variables should satisfy a
smoothness condition while minimizing the loss function.

Encouraged by this analysis, we introduce a penalty term
into the loss minimization problem,

R(f) ≡ 1

2

M∑
e=1

M∑
e′=1

Se,e′ |fe − fe′ |2 , (6)

whereM is the number of links, and theM × M matrix S
is an affinity matrix between thelinks (see Fig. 1 (b)). One
reasonable choice ofS is a finite-range exponential function
such as

Se,e′ ≡


1 e = e′,

ωd(e,e′) d(e, e′) ≤ d0,

0 otherwise,

(7)



whereSe,e′ is the(e, e′) element ofS, andω is a positive
constant less than 1. The exponentd(e, e′) is the distance
betweene ande′. The simplest choice for this is to use one
plus the minimum number of hops frome to e′. For exam-
ple, a linke′ sharing the same intersection withe has 0 hops
to e, sod(e, e′) = 1 andSe,e′ = ω. While the thresholdd0
has several possibilities, our observation shows that a small
value such as 2 or 3 works in many cases ifλ is optimized
appropriately. Note that a finite value ofd0 corresponds to
the common sense notion that a traffic blockage at 5th Av-
enue will not affect streets in Los Angeles, California. Also,
our formulation allows us to handle directional networks by
treating individual directions as different links. Thus we as-
sumeSe,e′ = Se′,e hereafter.

Clearly,R(f) controls the smoothness over the links. If
one link has a large difference infe compared to a neighbor-
ing link, thenR(f) imposes a large penalty. In contrast, if
the values of the state variables are the same in neighboring
links, then this term makes no contribution.

Combining Eqs. (5) and (7), our final objective function
is written as

Ψ(f |λ) =
N∑

n=1

(
y(n) −m(x(n)|f)

)2

+
λ

2

M∑
e=1

M∑
e′=1

Se,e′ |fe − fe′ |2 , (8)

whereλ is a constant that controls the tradeoff between the
penalty and the loss, and is determined based on cross vali-
dation as explained later.

Matrix representation of the objective
For deeper insight, we derive a matrix representation of
Eq. (8). First, for the penalty term, simply by expanding
the square, we see that

R(f) = f>Lf , (9)

whereL is defined asLi,j ≡ δi,j
∑M

k=1 Si,k − Si,j , andδi,j
is Kronecker’s delta function. This is the definition of the
graph Laplacian induced by the affinity matrixS.

Second, for the loss term, letỹ(n) be

ỹ(n) ≡ y(n) −
∑

e∈x(n)

leφ
0
e, (10)

and defineyN ∈ RN asyN ≡ [ỹ(1), ỹ(2), ..., ỹ(N)]>. In
addition, define a link-indicator vector for each trajectory as

q(n)e =

{
le, for e ∈ x(n),

0, otherwise.
(11)

If we write the matrix whose column vectors are{q(n)e } as
Q ≡ [q(1), ..., q(N)] ∈ RM×N , then we can easily see that
the loss function is represented as

L(D,f) =
∥∥yN − Q>f

∥∥2 . (12)

Putting these equations together, the objective function
Eq. (8) can now be written as

Ψ(f |λ) =
∥∥yN − Q>f

∥∥2 + λf>Lf . (13)

This is the objective function of regularized least squares
regression, and the global optimum solutionf∗ is given as
the solution of the simultaneous equation[

QQ> + λL
]
f = QyN . (14)

Fortunately,QQ> + λL is quite sparse, real, and symmetric,
and this equation can be efficiently solved with the use of
iterative algorithms such as conjugate gradient (CG) (Golub
and Loan 1996).

Optimizing λ
So far, we have treated the regularization parameterλ
as a fixed constant. This parameter, however, can be
learned from the data by minimizing the leave-one-out
cross-validation (LOO CV) error,

LLOOCV(λ) ≡
1

N

N∑
n=1

[
ỹ(n) − q(n)>f (−n)

]2
(15)

with respect toλ. Here,f (−n) is the solution of Eq. (14) for
then-th leave-one-out data defined as{(x(n), y(n)) | n =
1, 2, ..., n− 1, n+ 1, ..., N}. In the case of regularized least
squares regression, it can be shown that one can remove the
summation overn to give

LLOOCV(λ) =
1

N

∥∥∥[diag(IM − H)]−1(IM − H)y(n)
∥∥∥2 ,
(16)

whereH is defined byH ≡ Q>[QQ>+λL]−1Q. Also, IM is
theM -dimensional identity matrix, and diag is the operator
to set all of the off-diagonal elements to zero. To find the
optimalλ, we need to repeatedly evaluate the value of this
LOO CV score for a number of different values ofλ.

Algorithm summary
In the training phase, we first determine the bestλ based
on the LOO CV cost function. Then we solve a regularized
least squares regression problem to get the state variablef .
1. Input:Q,yN , and the Laplacian matrixL.

2. Algorithm:

• Findλ∗ that minimizesLLOOCV (Eq. (16)).
• Solve Eq. (14) using theλ∗.

3. Output:f .
In the training phase, the most expensive step is the LOO
CV to optimizeλ. In this step, for each value ofλ, we need
to solve[QQ> + λ]X = Q w.r.t. X so thatH = Q>X. While
this is anO(M3) operation in general, thanks to the sparsity
of QQ>+λ, the CG algorithm allows to perform this step in
O(M2) in practice, provided that the number of nonzero en-
tries is ofO(M). The memory requirement is alsoO(M2).

In thetest phase, for an input trajectoryx, we compute

y =
∑
e∈x

le(fe + φ0
e).

Given thef vector, this is of onlyO(|x|) operations.
We call the present algorithmRETRACE (Regularized

least squares rEgression for TRAjectory Cost prEdiction)
hereafter. Note that RETRACE can be used for both directed
and undirected networks ifS is properly defined.



Discussion
This section includes a detailed discussion going beyond the
previous section with a particular focus on the relationship
between the present approach and a Gaussian process re-
gression (GPR) approach (Idé and Kato 2009).

Connection to Gaussian process regression
We have shown that the trajectory cost prediction is reduced
to a form of regularized least squares regression. Now it is
interesting to explore the relationship with the GPR formu-
lation. First of all, by explicitly writing down the likelihood
p(yN |f), we easily see that the following Proposition holds.

Proposition 1 The optimization problem to minimize
Eq. (13) is formally equivalent to a MAP (maximum a pos-
teriori) estimation by an improper prior

p(f) ≡ N (f |0, L†), (17)

whereL† the pseudo-inverse ofL.

Although the prior Eq. (17) is improper due to a zero
eigenvalue ofL, it has been used to represent spatial smooth-
ness in semi-supervised learning tasks (see, e.g., (Kapoor et
al. 2006)).

Encouraged by this equivalence, let us find the Bayesian
predictive distribution based on the prior Eq. (17). Since the
observation model is Gaussian, the predictive distribution is
analytically calculated. The result is

p(y|x,yN ) =

∫
df p(f |yN )N (ỹ|m(x|f), σ2)

= N
(
ỹ
∣∣k>

q C
−1yN , σ2 + kq − k>

q C
−1kq

)
, (18)

where we defined̃y in the same way as Eq. (10), and

kq ≡ Q>L†q, kq ≡ q>L†q

C ≡ σ2IN + KQ, KQ ≡ Q>L†Q.

Here q is the link-indicator vector corresponding tox.
By comparing this result with the standard formula of
GPR (Rasmussen and Williams 2006), the following Propo-
sition is proved:

Proposition 2 RETRACE is equivalent to the predictive
mean of GPR with a kernel matrix whose(n, n′) element
is given by

Kn,n′ = q(n)>L†q(n′). (19)

Proposition 2 is important in that it bridges the gap be-
tween a kernel matrix and the link similarity matrix. In
GPR, one can choose any kernel functions, and a string ker-
nel was chosen in an ad hoc manner in the previous work.
A kernel function would give a good performance if it is
consistent with the link similarities in the sense of Eq. (19).
However, there is no guarantee at all that an arbitrarily cho-
sen kernel gives spatial smoothing consistent with the net-
work topology. In contrast, the present formulation natu-
rally leads to a particular kernel as long as the correct link
similarities are given. Since choosing the similarity matrix
is much easier than choosing the kernel matrix, we conclude
that the present formulation is more practical than the previ-
ous work.

Table 1:Summary of data.

Grid25 Kyoto
# nodes 625 1 518
# links 2 400 3 478

# generated paths 1 200 1 739

Properties of pseudo-inverse of Laplacian
In Eq. (19), the pseudo-inverse of the Laplacian plays a cen-
tral role. It is known that its inverse allows an interesting
interpretation as thecommute time(Fouss et al. 2007). In
particular, if we define a dissimilarity matrixD from Kn,n′

in a standard way asDn,n′ ≡ Kn,n + Kn′,n′ − 2Kn,n′ , we
see that

Dn,n′ = (q(n) − q(n′))
>
L†(q(n) − q(n′)). (20)

This relationship is essentially the same as the definition of
the commute time (Fouss et al. 2007) betweenn andn′

(e(n) − e(n
′))

>
L†(e(n) − e(n

′)),

wheree(n) is the indicator vector of then-th “node”. Since
theq(n)s are the link-indicators of the sample trajectories in
our case,Dn,n′ can be interpreted as the “commute time”
between then- andn′-th trajectories.

Experiments
In this section, we show some experimental results for
travel-time prediction.1

Road network and trajectory data
To apply our algorithm, we need road network data and tra-
jectory cost data. For the road network data, we used two
networks, as summarized in Table 1. TheGrid25 network
is a synthetic square grid with a25×25 two-dimensional lat-
tice structure. Each of the interior nodes is connected with
the neighboring four nodes, and the number of edges is2 400
(note that the links are directed). To be realistic, we set the
length and the legal speed limit of each edge to 100 m and
37.5 km/h, respectively.

As for theKyoto network, we used a real digital map of
Kyoto City, the same as the one used in (Idé and Kato 2009).
Figure 2 shows the network, which contains1 518 nodes and
3 478 directed edges. Each edge is associated with its actual
length and legal speed limit, as given by the digital map data.

To test the capability of our algorithm, we generated
trajectory-cost data using IBM Megaffic Simulator (IBM
2008), which is carefully designed to be capable of repro-
ducing all of the major features of real traffic including in-
teractions between vehicles as well as nondeterministic fluc-
tuations of vehicle behaviors. ForGrid25 , the destination
node of each trajectory was set to the central node, whereas
the origin node is chosen randomly during the simulation.
Thanks to this choice, links around the center of the map
are heavily congested. ForKyoto , origin and destination

1The data used and the detail of the simulation setup are avail-
able athttp://ide-research.net/datasets.html .



Figure 2:Downtown Kyoto City map forKyoto data.

(b) Kyoto

(a) Grid25

(b) Kyoto

(a) Grid25

Figure 3:The distribution of the number of passages per link: (a)
Grid25 with N = 1200, and (b)Kyoto with N = 1739. We
see that most of the links have only a few passages.

are chosen randomly. The number of generated trajectories
are summarized in Table 1. The reader can refer to the Web
page for the detail of the simulation setup.1

Methods compared
We compared three approaches for travel time prediction:
RETRACE, Legal , andGPR. In RETRACE, we fixedd0 =
2 andω = 0.5. It is confirmed that the result is not sensitive
to these parameters ifλ is optimized appropriately.

The Legal approach is a simplistic method that com-
putes the travel-time of a trajectory using only static infor-
mation (Eq.(3)). This is equivalent tofe = 0 for all links.
For the baseline time, we simply used twice the values com-
puted from the legal speed limits. This is a natural assump-
tion in urban traffic since a vehicle takes twice the time spent
with a constant velocity of the legal speed limit, if it accel-
erates from zero at one end to the legal speed limit and then
decelerates to zero towards the other end of the link.

TheGPRmethod is Gaussian process regression. We used
thep-spectrum kernel withp = 2, which gave the best per-
formance in the previous work. However, we confirmed that
the general tendency is essentially the same for other choices
of p. Hyper-parameters in the model were determined based
on the framework of evidence approximation.

Results
We first look at some statistics for the data. Figure 3 shows
the distribution of the number of passages per link. We see
that the most of the counts are concentrated at the smallest
numbers. In fact, 823 links out of the3 478 links do not have
any traffic in Kyoto . From this distribution, we see that
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Figure 4:Comparison of travel-times in minute betweenLegal ,
GPR, and RETRACE(left column: Grid25 , right column:
Kyoto ). The horizontal axis is the actual travel time, while the
vertical axis is the predicted time.

a weight propagation mechanism is essential for trajectory
cost prediction, since, if no such mechanism is included in
the model, the weights for the zero-passage links will be left
undetermined.

Figure 4 shows comparison between predicted and ob-
served travel times. In the figures, the 45◦ line corresponds
to perfect agreement between the actual and predicted val-
ues. ForGrid25 , the LOO CV scheme identifiedλ∗ = 600
for RETRACE, while forKyoto λ∗ = 4900. To evaluate the
accuracy, we employed 5-fold CV.

From the figure, we see thatRETRACEclearly gives the
best performance. It is almost surprising that the prediction
accuracy ofGPRis comparable to or even worse than the
naive method. This result might seem to contradict the good
performance reported in (Idé and Kato 2009). This is mainly
due to the fact that the previous work assumes all of the tra-
jectoriesshare the sameO-D (origin-destination) pair. In
contrast, we are interested in more general situations allow-
ing arbitrary O-D pairs. In such a case, it is clear that the
string kernel cannot be a good way of evaluating the similar-
ity between trajectories.



In our formulation, the model implicitly includes addi-
tional parameters of the baseline costs. In the experimental
result ofGrid25 , the baseline cost seems to be a good zero-
th approximation. However, inKyoto , we observe an inter-
estingV-shaped distribution in the figure ofLegal . This
is an indication of coexistence between congested and free-
flow states. In spite of this, it is encouraging to see that
RETRACEgave a good predictive performance. This fact
indicates the robustness of our approach against the varia-
tion of the baseline cost.

In Kyoto , we see that there are several outliers in predic-
tion by RETRACEaround the actual cost of 1-2 min. Close
inspections show that these are due to dynamic changes of
the traffic state. In this data set, some of the links make a
transition from free-flow to congested states in the course of
simulation. Since we employ the CV scheme for prediction,
some of the samples before the transition may be predicted
by a model based on the congested state. Although handling
nonstationarities of this kind is hard in general, the overall
results demonstrate the utility of our approach even in the
dynamic situation.

Finally, Table 2 summarizes the relative squared loss per
link (factors for theRETRACE), which was averaged over 5
fold CV. As shown,RETRACEclearly outperforms the oth-
ers, while theGPRgives systematically worse estimates.

Table 2:Relative squared loss per link (5-fold CV).

RETRACE Legal GPR
Grid25 1 5.0 261
Kyoto 1 5.5 3.7

Related work
Our problem of trajectory cost prediction has relationships
with (1) trajectory mining, and (2) travel-time prediction in
transportation analysis.

Knowledge discovery from trajectories is one of the
hottest recent topics in the data mining community. Recent
studies include trajectory clustering (Pelekis et al. 2009) and
trajectory classification (Lee et al. 2008). In the AI commu-
nity, trajectory planning is a popular research theme. How-
ever, little attention has been paid totrajectory regression,
which is the focus of the present paper.

In travel-time prediction, there is a long history of re-
search for modeling travel-time (e.g. (Robinson and Polak
2005)). However, almost all of these traditional approaches
aim at modeling the travel-time fora particular link rather
than modeling an entire trajectory.

Conclusion
We have proposed a new framework for predicting the costs
of the trajectories in a network. Our algorithm is quite prac-
tical in that it gives solutions by solving simple sparse linear
equations. We then discussed the relationship to the existing
GPR formulation, and showed that our formulation leads to
a natural choice of kernel. We demonstrated a high predic-
tive ability of our method based on a real road network. For

future work, it would be interesting to generalize the present
framework to include time-dependence of the traffic.
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