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Abstract

When we have several related tasks, solving them simultaneously has been shown to
be more effective than solving them individually. This approach is called multi-task
learning (MTL). In this paper, we propose a novel MTL algorithm. Our method
controls the relatedness among the tasks locally, so all pairs of related tasks are
guaranteed to have similar solutions. We apply the above idea to support vector
machines and show that the optimization problem can be cast as a second-order
cone program, which is convex and can be solved efficiently. The usefulness of our
approach is demonstrated in ordinal regression, link prediction and collaborative
filtering, each of which can be formulated as a structured multi-task problem.
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1 Introduction

We often encounter several related classification tasks. Since the related tasks tend to
share common factors, solving them together is expected to be more advantageous than
solving them independently. This approach is called multi-task learning (MTL, a.k.a. in-
ductive transfer or learning to learn) and has been theoretically and experimentally proven
to be useful [1, 2, 3, 4, 5, 6, 7, 8, 9, 10].

Typically, the “relatedness” among tasks is implemented by requiring that the solu-
tions of related tasks be similar. However, the MTL methods developed so far have a
limitation—the related tasks are often required to be close in the sense that the sum of
the distances between solutions over all related tasks is upper-bounded [8]. Such a con-
straint is often referred to as a global constraint [11]. This implies that all the solutions
of related tasks are not necessarily close, but that some can be quite different.

In this paper, we propose a new MTL method that overcomes the above limitation.
We solve the problem by directly upper-bounding each distance between the solutions of
every task pair (which we call local constraints). Furthermore, structured task relation in
the form of a task-relation network could be naturally handled in our approach.

We apply this idea in the framework of support vector machines (SVM) and show that
linear SVMs can be trained via a second-order cone program (SOCP) [12] in the primal.
An SOCP is a convex problem and the global solution can be computed efficiently. We
further show that the kernelized version of the proposed method can be formulated as a
matrix-fractional program (MFP) [12] in the dual, which can also be cast as an SOCP;
thus the optimization problem of the kernelized variant is still convex and the global
solution can be computed efficiently. Through experiments, we show that the proposed
MTL method compares favorably with existing MTL methods.

The MTL idea is also useful in

Multi-class classification: Predicting class labels out of several classes [13],

Ordinal regression: Predicting ordinal class labels such as users’ preferences
(“like”/“neutral”/“dislike”) [14, 8],

Link prediction: Given a partially linked network, predicting the existence
of links between unchecked nodes [15, 16, 17, 18],

Collaborative filtering: Predicting a user’s taste using relevant contents for
the purpose of making recommendations [19].

We experimentally show that the proposed method tends to outperform existing or-
dinal regression, link prediction, and collaborative filtering methods.

This paper is organized as follows. In Section 2, we propose a new multi-task learning
method for linear SVMs. In Section 3, we extend the proposed method to kernelized
SVMs. In Section 4, we discuss the relation between the proposed and existing methods
in standard multi-task, ordinary regression, link prediction, and collaborative filtering sce-
narios. In Section 5, we show the usefulness of the proposed method through experiments.
Finally in Section 6, we make concluding remarks.
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Notation We denote vectors by bold-faced lower-case letters and matrices by bold-faced
upper-case letters. Elements of vectors and matrices are not bold-faced. The transposition
of a matrix A is denoted by A⊤, and the inverse of A is by A−1. The n × n identity
matrix is denoted by In. We use Eij to denote a matrix in which (i, j) element is one and
all the others are zero. The n-dimensional vector all of whose elements are one is denoted
by 1n. We use R and N to denote the set of real and natural numbers, Rn and Nn to
denote the set of n-dimensional real and natural vectors, and Rm×n to denote the set of
m× n real matrices. The set of real nonnegative numbers is denoted by R+. For ∀n ∈ N,
we use Nn to denote the set of natural numbers less than or equal to n. We use Sn to
denote the set of symmetric n × n matrices, Sn

+ to denote the set of symmetric positive
semi-definite n × n matrices, and Sn

++ to denote the set of symmetric strictly positive
definite n× n matrices. The symbols ≤ and ≥ are used to denote not only the standard
inequalities between scalars, but also the componentwise inequalities between vectors.

Problem Setting Let us consider M binary classification tasks that all share the com-
mon input-output space X × {±1} [20]. For the time being, we assume X ⊂ Rd for
simplicity; later in Section 3, we extend Rd to reproducing kernel Hilbert spaces. Assume
we haveM tasks to learn, and i-th task has ni data samples (xt,i, yt,i) ∈ X×{±1} (t =

1, . . . , ni). Let ℓ the total number of samples, i.e. ℓ ≡
∑M

i=1 ni.
The goal is to learn the score function of each classification task:

fi(x;wi, bi) = w⊤
i x+ bi, for i = 1, . . . ,M,

where wi ∈ Rd and bi ∈ R are the model parameters of the i-th task.

2 Local MTL with a Task Network: Linear Version

In this section, we propose a new MTL method.

2.1 Basic Idea

When the relation among tasks is not available, we may just solve M penalized fitting
problems individually:

1

2
∥wi∥2 + Cα

ni∑
t=1

Hinge(fi(xt,i;wi, bi), yt,i), (1)

for i = 1, . . . ,M,

where a positive scalar Cα ∈ R+ is a regularization constant and Hinge(·, ·) is the hinge
loss function:

Hinge(f, y) ≡ max(1− fy, 0).
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Eq.(1) is known as the support vector machine (SVM) [21]. The first term is the inverse of
the margin between two classes. Thus SVM tries to find the hyper-plain which separates
two classes with the maximum margin.

This individual approach tends to perform poorly if the number of training samples in
each task is limited—the performance is expected to be improved if more training samples
are available.

To cope with this problem, here we take another approach that is based on the ex-
pectation that the solutions of related tasks are close to each other. More specifically, we
impose the following constraint on the optimization problem (1):

∀i, ∀j :
1

2
∥wi −wj∥2 ≤ ρ. (2)

Namely, we upper-bound the difference between the solutions of tasks by a non-negative
scalar ρ ∈ R+. We refer to this constraint as a local constraint following Tsuda and
Noble [11]. Note that we do not impose a constraint on the bias parameter bi since the
bias could be significantly different even among related tasks. In the rest of this paper,
we focus on using the single upper bound ρ. But it is straightforward to generalize this by
replacing ρi,j. The constraint (2) allows us to implicitly increase the number of training
samples through the solutions of related tasks.

Following convention [8], we blend Eqs.(1) and (2) as

1

2M

M∑
i=1

∥wi∥2 + Cα

M∑
i=1

ni∑
t=1

Hinge(fi(xt,i;θ), yt,i) + Cρρ,

where Cρ ∈ R+ is a non-negative trade-off parameter. Then our optimization problem is
summarized as follows:

Problem 1

min
1

2M

M∑
i=1

∥wi∥2 + Cα∥ξ∥1 + Cρρ,

wrt w ∈ RMd, b ∈ RM , ξα ∈ Rℓ
+, ρ ∈ R+,

subj. to ∀i, ∀j ∈ NM :
1

2
∥wi −wj∥2 ≤ ρ,

∀i ∈ NM , ∀t ∈ Nni
: yt,i

(
w⊤

i xt,i + bi
)
≥ 1− ξαt,i,

where w ≡
[
w⊤

1 , . . . ,w
⊤
M

]⊤
,

ξα ≡
[
ξα1,1, . . . , ξ

α
n1,1

, ξα1,2, . . . , ξ
α
nM ,M

]⊤
.

Generally, fewer constraints lead to more efficient computation for a convex problem. A
bottleneck of Problem 1 is constraints for all the pairs of wi. Hence the problem requires
enormous computational time. We associate the constraints with a fully connected net-
work of tasks. We will show that the generalization performance does not degenerate even
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if some edges are removed. Let us denote the set of the remaining edges by

E ≡ {ik, jk}Kk=1.

The optimization problem is then expressed as follows:

Problem 2

min
1

2M

M∑
i=1

∥wi∥2 + Cα∥ξ∥1 + Cρρ,

wrt w ∈ RMd, b ∈ RM , ξα ∈ Rℓ
+, ρ ∈ R+,

subj. to ∀k ∈ NK :
1

2
∥wik −wjk∥

2 ≤ ρ,

∀i ∈ NM , ∀t ∈ Nni
: yt,i

(
w⊤

i xt,i + bi
)
≥ 1− ξαt,i,

where w ≡
[
w⊤

1 , . . . ,w
⊤
M

]⊤
,

ξα ≡
[
ξα1,1, . . . , ξ

α
n1,1

, ξα1,2, . . . , ξ
α
nM ,M

]⊤
.

Hereinafter, the network with E is referred to as the task network. We assume that the
task network is given a priori. Learning task networks is a challenging open research issue
and this is beyond the scope of the current paper.

2.2 Primal MTL Learning by SOCP

The SOCP is a class of convex programs for minimizing a linear function over an inter-
section of second-order cones [12]:1

Problem 3

min f⊤z wrt z ∈ Rn,

subj. to ∀i ∈ N : ∥Aiz + bi∥ ≤ c⊤i z + di,

where f ∈ Rn,

∀i ∈ N : Ai ∈ R(ni−1)×n, bi ∈ Rni−1,

ci ∈ Rn, di ∈ R.

Linear programs, quadratic programs, and quadratically-constrained quadratic programs
are special cases of SOCPs. SOCPs, a sub-class of semidefinite programs (SDP) [12], can
be solved more efficiently than most other SDPs. Interior-point algorithms are successful
optimization algorithms for both SDPs and SOCPs. Standard SDP solvers (e.g. [22])
consume O(n2

∑
i n

2
i ) time2 for solving Problem 3, but the SOCP-specialized solvers that

directly solve Problem 3 take only O(n2
∑

i ni) computation time [23]. Thus, SOCPs can
indeed be solved more efficiently than SDPs.

We show that Problem 2 can be cast as an SOCP.
1More generally, an SOCP can include linear equality constraints, but they can be eliminated, for

example, by some projection method.
2This corresponds to the computational complexity per iteration.
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Theorem 1 Problem 2 can be reduced to the following SOCP:

Problem 4

min
1

M
tw + Cα1

⊤
ℓ ξ + Cρρ,

wrt tw ∈ R, w ∈ RMd, b ∈ RM , ξα ∈ Rℓ
+, ρ ∈ R+,

subj. to

∥∥∥∥[ 2w
2tw − 1

]∥∥∥∥ ≤ 2tw + 1,

∀k ∈ NK :

∥∥∥∥[2(wik −wjk)
2ρ− 1

]∥∥∥∥ ≤ 2ρ+ 1,

∀i ∈ NM ∀t ∈ Nni
: yt,i

(
w⊤

i xt,i + bi
)
≥ 1− ξαt,i,

where w ≡
[
w⊤

1 , . . . ,w
⊤
M

]⊤
,

ξα ≡
[
ξα1,1, . . . , ξ

α
n1,1

, ξα1,2, . . . , ξ
α
nM ,M

]⊤
.

This theorem can be proved directly from the following lemma:

Lemma 1 (Hyperbolic constraints) [12] For ∀w ∈ Rd, ∀x, ∀y ∈ R,

∥w∥2 ≤ xy, x ≥ 0, y ≥ 0 ⇐⇒
∥∥∥∥[ 2w

x− y

]∥∥∥∥ ≤ x+ y.

Problem 4 can be solved with O((Md+ ℓ)2(Kd+ ℓ)) computation time.

3 Local MTL with a Task Network: Kernelization

In the previous section, we showed that a linear version of the proposed MTL method
can be cast as an SOCP. In this section, we show how the kernel trick can be employed
for obtaining a non-linear variant.

3.1 Dual Formulation

Let Kfea be a positive semidefinite matrix with the (s, t)-th element being the inner-
product of feature vectors xs and xt:

K fea
s,t ≡ ⟨xs,xt⟩ .

This is a kernel matrix of feature vectors. We also introduce a kernel among tasks. Using
a new K-dimensional non-negative parameter vector λ ∈ RK

+ , we define the kernel matrix
of tasks by

Knet(λ) ≡
(

1

M
IM + Uλ

)−1

,
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where

Uλ ≡
K∑
k=1

λkUk,

Uk ≡ Eikik +Ejkjk −Eikjk −Ejkik .

E(i,j) ∈ RM×M is the sparse matrix whose (i, j)-th element is one and all the others are
zero. Note that this is the graph Laplacian kernel [24], where the k-th edge is weighted
according to λk. Let Z ∈ NM×ℓ be the indicator of a task and a sample such that

Z⊤ ≡


1n1 0n1 · · · 0n1

0n2 1n2 · · · 0n2

...
...

. . .
...

0nM
0nM

· · · 1nM

 .

Then the information about the tasks are expressed by the ℓ× ℓ kernel matrix

Z⊤Knet(λ)Z.

We integrate the two kernel matrices Kfea and Z⊤Knet(λ)Z by

Kint(λ) ≡ Kfea ◦
(
Z⊤Knet(λ)Z

)
,

where ◦ denotes the Hadamard product (a.k.a the element-wise product). This parame-
terized matrix Kint(λ) is guaranteed to be positive semidefinite [25].

Based on the above notations, we have the following theorem.

Theorem 2 The dual formulation of Problem 2 can be expressed using the parameterized
integrated kernel matrix Kint(λ) as follows:

Problem 5

min
1

2
α⊤ diag(y)Kint(λ) diag(y)α− ∥α∥1,

wrt α ∈ Rℓ
+,λ ∈ RK

+ ,

subj. to α ≤ Cα1ℓ, Z diag(y)α = 0M , ∥λ∥1 ≤ Cρ.

For ∀i, ∀t ∈ Nni
, we use αt,i to denote the elements of the dual variable α ∈ Rℓ

+ such that

α =
[
α1,1, . . . , αn1,1, α1,2, . . . , αnM−1,M−1, α1,M , . . . , α1,M

]
.

The proof of the above theorem is summarized in Appendix A. We note that the
solutions α and λ tend to be sparse due to the ℓ1 norm.

Changing the definition of Kfea from the linear kernel to an arbitrary kernel, we can
extend the proposed linear MTL method to non-linear domains. Furthermore, we can
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also deal with non-vectorial structured data by employing a suitable kernel such as the
string kernel or the Fisher kernel [26, 27, 28, 29, 30, 31, 32, 33].

In the test stage, a new sample x in the j-th task is classified by

fj(x) =
M∑
i=1

ni∑
t=1

αt,iyt,ikfea(xt,i,x)knet(i, j) + bj,

where kfea(·, ·) and knet(·, ·) are the kernel functions over features and tasks, respectively.

3.2 Dual MTL Learning by SOCP

Here, we show that the above dual problem can also be reduced to an SOCP. To this end,
we first introduce a matrix-fractional program (MFP) [23]:

Problem 6

min (Fz + g)⊤ P (z)−1 (Fz + g) ,

wrt z ∈ Rp
+,

subj. to P (z) ≡ P0 +

p∑
i=1

ziPi ∈ Sn
++,

where Pi ∈ Sn
+, F ∈ Rn×p, g ∈ Rn.

Let us re-define d as the rank of the feature kernel matrix Kfea. We introduce a
matrix Vfea ∈ Rℓ×d which decomposes the feature kernel matrix as

Kfea = VfeaVfea
⊤.

By defining the ℓ-dimensional vectors fh ∈ Rℓ corresponding to the h-th feature as

Vfea ≡
[
f1, . . . ,fd

]
∈ Rℓ×d,

and the matrices
Fh ≡ Z diag(fh ◦ y), for h = 1, . . . , d,

we have the following lemma.

Lemma 2 The objective function of Problem 5 can be rewritten as

1

2

d∑
h=1

α⊤F⊤
h

(
1

M
IM + Uλ

)−1

Fhα−α⊤1ℓ.

A proof of the above lemma is given in Appendix B. Lemma 2 implies that Problem 5
can be transformed into a combination of a linear program and d MFPs.
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Let us further introduce the vector vk ∈ RM for each edge:

vk = eik − ejk ,

where eik is a unit vector with the ik-th element being one. Let Vlap be a matrix defined
by

Vlap = [v1, . . . ,vK ] ∈ RM×K .

Then we can re-express the graph Lagrangian matrix of tasks as

Uλ = Vlap diag(λ)Vlap
⊤.

Given the fact that an MFP can be reduced to an SOCP [23], we have the following
theorem.

Theorem 3 The dual problem (Problem 5) can be reduced to the following SOCP:

Problem 7

min − 1⊤
ℓ α+

1

2

d∑
h=1

s0,h + s1,h + · · ·+ sK,h,

wrt ∀h ∈ Nd, ∀k ∈ NK : s0,h ∈ R, sk,h ∈ R,
∀h ∈ Nd : u0,h ∈ RM ,uh= [u1,h, . . . , uK,h]

⊤∈ RK,

λ ∈ RK
+ , α ∈ Rℓ

+,

subj. to α ≤ Cα1ℓ, Z diag(y)α = 0M ,

1⊤
Kλ ≤ Cρ,

∀h ∈ Nd : M−1/2u0,h + Vlapuh = Fhα,

∀h ∈ Nd :

∥∥∥∥[ 2u0,h

s0,h − 1

]∥∥∥∥ ≤ s0,h + 1,

∀h ∈ Nd, ∀k ∈ NK :

∥∥∥∥[ 2uk,h

sk,h − λk

]∥∥∥∥ ≤ sk,h + λk,

The proof is given in Appendix C. Problem 7 can be solved with O((Kd + ℓ)2((M +
K)d+ ℓ)) computation time.

4 Discussions

In this section, we discuss the properties of the proposed MTL method and the relation
to existing methods.
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4.1 MTL with Common Bias

A possible variant of the proposed MTL method would be to share the bias parameter
with all tasks (i.e., b1 = b2 = · · · = bM). The idea is expected to be useful when the
number of samples in each task is very small since overfitting can be avoided. We can
also apply the common bias idea in the kernelized version just by replacing the constraint

Z diag(y)α = 0M

in Problem 5 by

y⊤α = 0.

4.2 Relation to Standard SVMs

By construction, the proposed MTL method includes the standard SVM learning algo-
rithm as a special case. Indeed, when the number of tasks is one, Problem 5 is reduced to
the standard SVM optimization problem. Thus, the proposed method may be regarded
as a natural extension of SVMs.

When the task network in completely unconnected, we end up in training SVMs
individually:

1

2
∥wi∥2 + Cα

ni∑
t=1

Hinge(fi(xt,i;wi, bi), yt,i),

for i = 1, . . . ,M.

We refer to this as individually learned SVM (IL-SVM) for comparison purposes. IL-
SVM can also be recovered by setting Cρ = 0 in the proposed method.

4.3 Global/Local Constraints

In the papers [5, 6] an MTL method has been proposed for SVMs that upper-bounds the
sum of the distances between solutions over all pairs of related tasks:

1

2

M∑
i,j=1

∥wi −wj∥2 ≤ ρ.

Upper-bounding the sum is often referred to as a global constraint [11], and requiring
the solutions of all tasks to be close can be regarded as using a fully-connected task
network. For this reason, we refer to the above approach as MTL-SVM (global/full).
The global constraint can allow some of the distances to be large since only the sum is
globally upper-bounded. In practice, this causes a significant performance degradation,
which will be experimentally shown in Section 5. In contrast, we proposed upper-bounding
each distance between the solutions of task pairs:

1

2
∥wi −wj∥2 ≤ ρ, for ∀i, ∀j ∈ NM .
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1
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5

4

3

(a) full (b) network

Figure 1: A main feature of our MTL-SVM is to upper-bound the difference between
model parameters of each task pair. The upper-bounds in MTL-SVM (local/full) are
applied to all task pairs as in (a), whereas those in MTL-SVM (local/network) are to a
part of task pairs as in (b). MTL-SVM (global/full) and MTL-SVM (global/network)
upper-bound the sum of differences for all task pairs and a part of task pairs, respectively.

Thus, all the task pairs are guaranteed to have similar solutions. Upper-bounding each
component is often referred to as a local constraint [11], and we refer to our approach as
MTL-SVM (local/full) below.

Micchelli and Pontil [8] proposed another formulation to represent particular pairs
being strongly related:

1

2

K∑
k=1

∥wik −wjk∥
2 ≤ ρ,

where the tasks ik and jk (k = 1, . . . , K) are related to each other, but the rest are
not. Since task network information is utilized, we refer to this approach as MTL-SVM
(global/network). Our local-constraint method could also utilize a task network as

1

2
∥wik −wjk∥

2 ≤ ρ, for ∀k ∈ NK .

We refer to this approach as MTL-SVM (local/network) below. Our algorithm is not
included in the formulation of Micchelli and Pontil [8] and therefore is novel. The four
methods are summarized in Figure 1.

4.4 Ordinal Regression

MTL approaches are also useful in ordinal regression problems. The goal of ordinal regres-
sion is to predict ordinal class labels such as users’ preferences (“like”/“neutral”/“dislike”)
or students’ grades (from “A” to “F”). The ordinal regression problems can be formulated
as a set of binary classification problems. For example, in the case of students’ grades
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from A to F, we have the following five binary classification problems:

A vs. B,C,D,E, F,

A,B vs. C,D,E, F,

A,B,C vs. D,E, F,

A,B,C,D vs. E,F,

A,B,C,D,E vs. F.

A naive approach to ordinal regression is IL-SVM, but the approach does not utilize the
relatedness among tasks. Alternatively, Shashua and Levin [14] have proposed an ordinal
regression method called the support vector ordinal regression (SVOR), where the weight
vectors are shared by all SVMs (i.e., w1 = w2 = · · · = wM) and only the bias parameter
is learned individually.

If we allow wi (i = 1, . . . ,M) to be slightly different from each other, the ordinal
regression problem becomes an MTL problem. Since the task network is not fully con-
nected in the ordinal regression setup (i.e., the task network only has a weight between
consecutive tasks), MTL-SVM (local/network) would be a suitable choice:

∥wi −wi+1∥2 ≤ ρ, i = 1, . . . ,M − 1,

This method includes the above two ordinal regression approaches as special cases. Cρ = 0
(i.e., ignoring the task network) yields IL-SVM and Cρ = ∞ (i.e., the weight vectors of all
SVMs agree) is reduced to SVOR. Thus, in the context of ordinal regression, the proposed
method smoothly bridges two extremes.

In the next section, we experimentally show that the proposed MTL-SVM (local/full)
and MTL-SVM (local/network) method tends to outperform existing approaches.

4.5 Link Prediction

We can also use the MTL methods in link prediction problems. Suppose we are given a
graph G with n nodes and undirected links. We denote the set of vertices by

V = {1, . . . , n},

and all the pairs of nodes by

P ≡
{
(i, j)

∣∣ 1 ≤ i < j ≤ n
}
.

Note that the number of elements in P is n(n− 1)/2. The set of links E is a subset of P ,
and the node pairs in the complementary set Ē ≡ P \ E are not linked. We express the
link information as

yji =

{
+1 if (i, j) ∈ E ,
−1 if (i, j) ̸∈ E .



Conic Programming for Multi-Task Learning 13

Each node is assumed to be given a d-dimensional feature vector xi. Let Ptra be a subset
of P such that we know whether each pair of nodes in Ptra is linked or not (i.e., pairs in
Ptra are “labeled”). The goal is to predict the presence or the absence of the links of the
“unlabeled” pairs of nodes in Ptst ≡ P \ Ptra.

A standard approach to link prediction is to employ a global model that accounts for
the entire network [15, 16, 17]. However, a global model trained with all of the training
information can be heavily affected by irrelevant (or noisy) information. To cope with
this problem, Bleakley et al. [18] proposed using local models (i.e., one local model for
one node). In this method, each local model is trained with only local information (i.e.,
the training samples related to the target node) and therefore the effect of noise may be
alleviated. However, since the amount of training information available in a local region
is limited, local models trained with a limited amount of information are unreliable.
Indeed, the above local-model approach corresponds to IL-SVM in the MTL context and
is therefore not effective.

In contrast, our proposed MTL-SVM can be effectively used in link prediction by
regarding local models of the linked neighbors in the network as related tasks. This
approach is motivated by the following consideration. Many of the complex networks in
nature share interesting properties [34]. One of these properties is that a node A is likely
to be linked with node B when they share a common neighbor (e.g., A and B are likely to
be friends if they share a common friend). We exploite this property in the context of MTL
learning by requiring the model parameter of node A to be similar to the model parameter
of node B. This requirement can be effectively fulfilled by our MTL-SVM (local/network)
approach.

4.6 Collaborative Filtering

Collaborative filtering is a machine-learning problem to fill in missing elements of an
incomplete table. Let us denote an m × n incomplete binary table by Y ∈ Rm×n. Each
element Yji takes ±1 or 0, where 0 represents a missing value. Thus, the goal of the
collaborative filtering task addressed here is to predict the binary labels of the missing
elements with Yji = 0.

Let us denote the matrix Y as

Y = [x1, . . . ,xn] =

y1
...
ym

 , (3)

where the i-th column and the j-th row are denoted by xi ∈ Rm×1 and yj ∈ R1×n,
respectively. A supervised learning formulation of this collaborative filtering problem is
to regard each column xi as an m-dimensional feature vector and train a classifier. More
specifically, let us regard each row yj in the table as a task. For the j-th task, a binary
classifier is trained using features xi and labels Yji for all i ∈ N such that Yji = ±1 (i.e.,
non-missing entries). Then the missing values are predicted using the trained classifier.
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We can directly extend this formulation to a multi-task problem by finding related
rows (tasks); then an MTL classifier could be employed in collaborative filtering. A
practical idea of building a task network is that a task j′ is judged to be related to the
task j if the row j′ has many non-missing elements with the same labels as the task j. We
will show through experiments that the proposed MTL method is useful in this scenario.

5 Experiments

In this section, we experimentally investigate the usefulness of the proposed method.

5.1 Protein Super-Family Classification

We test the performance of the proposed method using real-world protein super-family
classification problems. Proteins are macromolecules in a cell. There are many kinds of
proteins which function differently and cooperatively for survival of the cells. The function
of a protein is determined by the tertiary structure, which is three dimensional coordinates
of the atoms included in the macromolecules. Hence, the tertiary structures are a powerful
clue to investigate the function of the proteins. However, the tertiary structure of a
protein is not always available because measuring three dimensional coordinates of the
atoms needs extremely expensive experiments. On the other hand, protein amino acid
sequences are abundantly available. We here infer the class of tertiary structures from
the amino acid sequences.

We counted 2-mers for extraction of feature vectors from the amino acid sequences.
There are 20 kinds of amino acids. Hence, the number of features is 202 = 400. We predict
the super-families of a protein classified in the SCOP database [35] (not SOCP). That is
a multi-class classification problems. In this experiment, we used seven super-families in
‘Flavodoxin’ and ‘OB-Fold.’ If we take the one-vs-rest approach, the number of tasks is
equal to the number of super-families.

We compare the proposed MTL-SVM (local/network) with IL-SVM, MTL-SVM
(global/full), and MTL-SVM (global/network). In the network methods, we generate
a random tree of tasks and use it as a task network. The values of the parameters, Cα

and Cρ, were determined by 3-fold cross-validation over the training set. We used RBF
kernels (a.k.a. Gaussian kernels), where the parameter σ2

rbf was set to the median of the
squared distances among all the training samples. We randomly picked five samples for
each class of the training set. We compute the classification accuracies of the remaining
test sequences. We repeat this procedure 50 times and take the average of the areas under
the ROC (Receiver Operating Characteristic) curves. We use the one-sample t-test at the
significance level 1% [36] to detect statistically significant differences.

The results are shown in Table 1. Each row shows the performance for each super-
family. The last row is the average. MTL-SVM (local/network) generally outperforms
all the other methods. Table 2 shows the computational time. The algorithms with local
constrants are not fast. Especially, MTL-SVM (local/full) takes the longer computational
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time then MTL-SVM (local/network). That is because MTL-SVM (local/full) has more
dual variables. MTL-SVM (local/network) is faster, yet the prediction performance is not
significantly different from MTL-SVM (local/full) for most of cases.

5.2 Ordinal Regression

We created six ordinal regression data sets as described in Table 3, where all the data
sets were originally regression of real output values and the output values were divided
into five quantiles. Therefore, the overall task could be divided into four isolated clas-
sification tasks, each of which estimates a quantile. We compare MTL-SVM (local/full)
and MTL-SVM (local/network) with IL-SVM, SVOR [14] (see Section 4), MTL-SVM
(global/full), and MTL-SVM (global/network). The values of the parameters, Cα and
Cρ, were determined by 3-fold cross-validation over the training set. We used RBF ker-
nels (a.k.a. Gaussian kernels), where the parameter σ2

rbf was set to the median of the
squared distances among all the training examples. We randomly picked ten samples for
training. The remaining samples were used for evaluating the classification accuracies.
Statistically significant differences were evaluated by using the one-sample t-test at the
significance level 1% [36].

The averaged performance over 100 runs is described in Table 3, showing that the
proposed MTL-SVM (local/full) is promising also in ordinal regression scenarios. The
performance of MTL-SVM (local/network) is not significantly different from MTL-SVM
(local/full), although it is computationally more expensive.

5.3 Link Prediction

We use two kinds of protein networks in yeast. One is the metabolic gene network. Genes
encode various proteins, and some of them are enzymes. Enzymes accelerate many bio-
chemical reactions occurring within cells. A series of reactions form metabolic pathways.
Through the metabolic pathways, the first molecules are modified into the last products.
Some products are used as a metabolic product. Some are stored in a cell. Some became
substrates of another pathway. In the metabolic gene network, the nodes are enzymes. An
edge is established if two enzymes catalyze successive reactions in any metabolic pathway.
This network, which contains 769 proteins and 3702 undirected edges, is identical to the
one used in Yamanishi et al [17].

We also tested our algorithms on a protein-protein interaction network. The network
we used in this experiment has been provided by von Mering et al [37]. This interaction
network is produced from the results of various biological experiments. Each edge is rated
according to the confidence level: high, middle or low. We only used high confidence edges
because they are supported by multiple experiments. By removing isolated proteins with
no edge, we obtained a network of 984 proteins and 2438 edges. The edge in the interaction
network indicates the physical interaction of two proteins.

We compared our algorithm with the approach of Bleakley et al. [18]. We determined
Cα and Cρ by 3-fold cross-validation over the training set. We took 100 nodes with the
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highest degree-of-nodes, and learned the local model for each node to predict the links
between that node and the other nodes. The average areas under the ROC (Receiver Oper-
ating Characteristic) curves for prediction of the enzyme network and protein interactions
are shown in Tables 4 and 5. All the datasets except ady were also used by Lanckriet et
al. [38]. The ady dataset is the set of feature vectors extracted by the approach described
in Section 4.6. MTL-SVM (local/network) generally outperforms all the other methods.
We confirmed this by using the one-sample t-test at the significance level 1% [36]. We
can not show the performance of MTL-SVM (local/full) because MTL-SVM (local/full)
is expected to require several months for learning this task.

5.4 Collaborative Filtering

We used the MovieLens dataset3, which includes a table consisting of ratings of movies
by users. Our goal is to predict whether or not a target user rated (bought and watched)
a target movie; thus we are predicting purchase information [39].

We constructed five tables, A, B, C, D, and E, from the entire dataset. Table A
includes four categories, Action, Adventure, Animation, and Children’s. Table B includes
Comedy and Crime. Table C includes Documentary, Drama, Fantasy, Film-Noir, Horror,
and Musical. Table D includes Mystery, Romance, and Sci-Fi. Table E includes Thriller,
War, and Western. We then selected users who rated more than 50 movies for each table.
We created a binary table with the rows and the columns representing users and movies,
respectively. The elements of the table are binary values whether the movie is rated by
the corresponding user (+1) or the movie is not rated (−1). We randomly picked up 30%
of the elements as the known elements, and the binary values of the remaining 70% were
treated as missing and were predicted. We regard the task j′ to be related to the task j
if the users j and j′ share the positive label for more than two movies. We determined
Cα and Cρ in our algorithm by 3-fold cross-validation over the training set.

We compared our algorithm with the latent semantic indexing (LSI) [19] and maximum
margin matrix factorization (MMMF) [40] which are popular methods for collaborative fil-
tering. We determined the hyper-parameter of LSI and MMMF by 3-fold cross-validation.
The average areas under the ROC curves for collaborative filtering are shown in Table 6.
This shows that MTL-SVM (local/network) achieved the best performance, and statisti-
cally significant differences were detected using the one-sample t-test at the significance
level 1% [36]. MTL-SVM (local/full) obtained good results, but the algorithm took much
of computational time. Indeed, we could not finish the experiments for Dataset A and
Dataset D.

3http://www.grouplens.org/
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0.
83
2
(0
.0
42
)

0.
83
2
(0
.0
42
)

D
0.
77
6
(0
.0
81
)

0.
77
8
(0
.0
47
)

0.
78
6
(0
.0
43
)

0.
81
6
(0
.0
41
)

0.
80
6
(0
.0
45
)

n
/a

0
.8
1
7
(0
.0
39
)

E
0.
77
0
(0
.0
86
)

0.
77
7
(0
.0
50
)

0.
76
7
(0
.0
48
)

0.
79
8
(0
.0
42
)

0.
79
3
(0
.0
44
)

0.
80
2
(0
.0
41
)

0
.8
0
3
(0
.0
41
)
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6 Conclusions

We proposed a new multi-task learning method that overcomes the limitation of existing
approaches by making use of local constraints. We demonstrated through simulations
that the proposed method is useful in various multi-task learning scenarios.

There are several methods which learn the tasks and estimate the task network si-
multaneously using non-convex Bayesian approach [9, 41, 42, 43]. Future work includes
development of a convex algorithm for it. In the papers [5, 6], global-constraint MTL
has been addressed in the context of multiple kernel learning. A possible extension of
our work along this line would be to formulate local-constraint MTL as multiple kernel
learning and investigate their relation.

The standard SVMs have a variety of extensions and have been combined with various
techniques, for example, one-class classification [44, 45], regression [46, 21, 47], and the
ν-trick [48, 49, 50]. We expect that such extensions and techniques can also be applied
similarly to the proposed method. Other possible future works include the elucidation
of the entire regularization path [51, 52] and the application to learning from multiple
networks [53, 11, 54]. Developing algorithms for learning probabilistic models with a task
network is also a promising direction to be explored.

A Proof of Theorem 2

Let
X̃ ≡ (Z ⊗ 1d) ◦ (1M ⊗X),

where we have defined

X ≡
[
x1,1, . . . ,xn1,1,x1,2, . . . ,xnM−1,M−1,x1,M , . . . ,xnM ,M

]
and the operators ⊗ and ◦ are the Kronecker and Hadamard product, respectively. Define

Dx ≡ diag{x} ∈ Rn×n, for ∀x ∈ Rn.

The constraints associated with Hinge loss can be rewritten as

Dα

(
X̃⊤w +Z⊤b

)
≥ 1ℓ − ξα.

The squared Euclidean distance can be expressed as

∥wik −wjk∥2 = w⊤
ik
wik +w⊤

jk
wjk −w⊤

ik
wjk −w⊤

jk
wii

= w⊤ (Eik,ik ⊗ Id
)
w +w⊤ (Ejk,jk ⊗ Id

)
w

−w⊤ (Eik,jk ⊗ Id
)
w −w⊤ (Ejk,ik ⊗ Id

)
w

= w⊤ (Uk ⊗ Id)w.
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If we denote the primal and dual variables by

θP ≡
[
w⊤, b⊤, ξ⊤α , ρ

]⊤
,

θD ≡
[
α⊤,λ⊤µ,η⊤

α

]⊤ ≥ 0,

respectively, the Lagrangian function [12] is given by

L(θP ,θD) =
1

2M
∥w∥2 + Cα∥ξα∥1 + Cρρ+α⊤

(
1ℓ − ξα −Dα

(
X̃⊤w +Z⊤b

))
+

K∑
k=1

λk(
1

2
w⊤ (Uk ⊗ Id)w − ρ)− ρµ− ξ⊤αηα

=
1

2
w⊤

((
1

M
IM + Uλ

)
⊗ Id

)
w −α⊤Dy

(
X̃⊤w +Z⊤b

)
+ ∥α∥1

+ ξ⊤α (Cα1K −α− ηα) + ρ(Cρ − µ− 1⊤
Kλ).

=
1

2
w⊤ (Knet(λ)

−1 ⊗ Id
)
w −α⊤Dy

(
X̃⊤w +Z⊤b

)
+ ∥α∥1

+ ξ⊤α (Cα1K −α− ηα) + ρ(Cρ − µ− 1⊤
Kλ).

The derivatives of θP are written as

∂L
∂w

=
(
Knet(λ)

−1 ⊗ Id
)
w − X̃Dyα,

∂L
∂b

= ZDyα,

∂L
∂ξα

= Cα1K − λα − ηα,

∂L
∂ρ

= Cρ − µ− 1⊤
Kλ.

Setting the derivatives to zero yields

L(θP ,θD) = −1

2
α⊤DyX̃

⊤ (Knet(λ)⊗ Id) X̃Dyα+α⊤1ℓ

= −1

2
α⊤Dy

(
Kfea ◦

(
Z⊤Knet(λ)Z

))
Dyα+α⊤1ℓ.

Negating the Lagrangian, the dual form in Problem 5 is derived.
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B Proof of Lemma 2

The objective function of Problem 5 can be rearranged as

1

2
α⊤ diag(y)Kint(λ) diag(y)α− ∥α∥1

=
1

2
α⊤ diag(y)

(
Kfea ◦

(
Z⊤Knet(λ)Z

))
diag(y)α− ∥α∥1

=
1

2
α⊤ diag(y)

(
d∑

i=1

(
fif

⊤
i

)
◦
(
Z⊤Knet(λ)Z

))
diag(y)α− ∥α∥1

=
1

2

d∑
i=1

α⊤ diag(y)
((
fif

⊤
i

)
◦
(
Z⊤Knet(λ)Z

))
diag(y)α− ∥α∥1

=
1

2

d∑
i=1

α⊤ diag(y ◦ fi)Z
⊤Knet(λ)Z diag(y ◦ fi)α− ∥α∥1

=
1

2

d∑
h=1

α⊤F⊤
h Knet(λ)Fhα−α⊤1ℓ

=
1

2

d∑
h=1

α⊤F⊤
h

(
1

M
IM + Uλ

)−1

Fhα−α⊤1ℓ,

which concludes the proof.

C Proof of Theorem 3

The graph Laplacian is expressed as

Uλ =
K∑
k=1

λk

(
Eikik +Ejkjk −Eikjk −Ejkik

)
=

K∑
k=1

λkvkv
⊤
k

= Vlap diag(λ)Vlap
⊤.

If we let

P0 ≡
1

M
IM ,

Pk ≡ vkv
⊤
k , ∀k,

g ≡ 0M ,



Conic Programming for Multi-Task Learning 23

the objective function of the dual problem is expressed as

1

2

d∑
h=1

(Fhα+ g)⊤
(
P0 +

K∑
k=1

λkPk

)−1

(Fhα+ g)−α⊤1ℓ,

which implies that Problem 5 can be transformed into the combination of a linear program
and d MFPs. Following Lobo et al [23], we show that the equivalence between Problem 7
and Problem 5 as follows. We rewrite Problem 7 as

min − 1⊤
ℓ α+

1

2

d∑
h=1

s0,h + s1,h + · · ·+ sK,h,

wrt s0,h ∈ R, sk,h ∈ R, u0,h ∈ RM ,

uh = [u1,h, . . . , uK,h]
⊤ ∈ RK , ∀k, ∀h,

λ ∈ RK
+ , α ∈ Rℓ

+,

subj. to α ≤ Cα1ℓ, Z diag(y)α = 0M , 1⊤
Kλ ≤ Cρ,

1√
M

IMu0,h +
K∑
k=1

uk,hvk = Fhα+ g,

∥u0,h∥2 ≤ s20,h, ∀h,
∥uk,h∥2 ≤ sk,hλk, ∀k, ∀h.

Eliminating s0,h, sk,h ∀k, ∀h, the problem can be reduced to

min − 1⊤
ℓ α+

1

2

∑
h

(
∥u0,h∥2 +

∑
k

1

λk

∥uk,h∥2
)
,

wrt u0,h ∈ RM , uh = [u1,h, . . . , uK,h]
⊤ ∈ RK , ∀k, ∀h,

λ ∈ RK
+ , α ∈ Rℓ

+,

subj. to α ≤ Cα1ℓ, Z diag(y)α = 0M , 1⊤
Kλ ≤ Cρ,

1√
M

u0,h +
K∑
k=1

uk,hvk = Fhα+ g,

where 0/0 is here treated as 0. Introducing d Lagrangian multipliers ζh ∈ Rd for the
linear equality constraints of u0,h and uk,h, the Lagrangian function is expressed as

−1⊤
ℓ α+

1

2

∑
h

(
∥u0,h∥2 +

∑
k

1

λk

∥uk,h∥2
)

+
∑
h

ζ⊤
h

(
1√
M

u0,h +
K∑
k=1

uk,hvk − Fhα− g

)
.
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Setting the derivatives to zero yields

∀h ∈ Nd : u0,h = − 1√
M

ζh,

∀h ∈ Nd, ∀k ∈ NK : uk,h = −λkv
⊤
k ζh,

Substituting them back into the objective function, the problem is obtained as

min − 1⊤
ℓ α+

1

2

∑
h

ζ⊤
h

(
P0 +

∑
k

λkPk

)
ζh,

wrt λ ∈ RK
+ , α ∈ Rℓ

+,

subj. to α ≤ Cα1ℓ, Z diag(y)α = 0M , 1⊤
Kλ ≤ Cρ,

∀h ∈ Nd :

(
P0 +

∑
k

λkPk

)
ζh = Fhα+ g,

Then the theorem is established by substituting the last equality constraint into the
objective function.
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