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Abstract

Background: Although gene expression analysis
with microarray has become popular, it remains
difficult to interpret the biological changes caused
by stimuli or variation of conditions. Clustering
of genes and associating each group with biolog-
ical functions are often used methods. However,
such methods only detect partial changes within
cell processes. Herein, we propose a method for
discovering global changes within a cell by associ-
ating observed conditions of gene expression with
gene functions.

Results: To elucidate the association, we intro-
duce a novel feature selection method called Least-
Squares Mutual Information (LSMI), which com-
putes the relation based on mutual information,
and therefore LSMI can detect nonlinear associa-
tions within a cell. We demonstrate the effective-
ness of LSMI through comparison with existing
methods. The results of the application to yeast
microarray datasets reveal that non-natural stimuli
affect various biological processes, whereas others
are no significant relation to specific cell processes.
Furthermore, we discover that biological processes
can be categorized into four types according to the
responses of various stimuli. They are those re-
lated to DNA/RNA metabolic processes, gene ex-
pression, protein metabolic processes, and protein
localization.

Conclusions: We proposed a novel feature selection
method called LSMI, and applied LSMI to mining
the association between conditions of yeast and bi-
ological processes through microarray datasets. In

fact, LSMI allows us to elucidate the global orga-
nization of cellular process control.

Background
Advances in microarray technologies enable us to
explore the comprehensive dynamics of transcrip-
tion within a cell. The current problem is to ex-
tract useful information from a massive dataset.
The primarily used approach is clustering. Clus-
ter analysis reveals variations of gene expression
and reduces the complexity of large datasets. How-
ever, additional methods are necessary to associate
genes in each cluster with genetic function using
GO term finder [1], or to understand stimuli re-
lated to specific cellular status.

However, these clustering-association strategies
cannot detect global cell status changes because
of the division of clusters. Some stimuli activate
a specific pathway, although others might change
overall cellular processes. Understanding the effect
of stimuli in cellular processes directly, in this pa-
per, we introduce a novel feature selection method
called Least-Squares Mutual Information (LSMI),
which computes the dependency based on mutual
information. Feature selection techniques are of-
ten used in gene expression analysis [2]. Actually,
LSMI has three advantages compared to existing
methods: capability of avoiding density estima-
tion which is known to be a hard problem [3],
availability of model selection, and freedom from
a strong model assumption. To evaluate the relia-
bility of ranked features using LSMI, we compare
receiver operating characteristic (ROC) curves [4]
to those of existing methods: kernel density esti-
mation (KDE) [5,6], k-nearest neighbor (KNN) [7],
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Edgeworth expansion (EDGE) [8], and Pearson
correlation coefficient (PCC). Thereby, we certify
that our method has better performance than the
existing methods in prediction of gene functions
about biological processes. This fact implies that
features selected using our method reflect biologi-
cal processes.

Using the ranked features, we illustrate the
associations between stimuli and biological pro-
cesses according to gene expressions. Results show
that stimuli damage essential processes within a
cell, causing association with some cellular pro-
cesses. From the response to stimuli, biolog-
ical processes are divisible into four categories:
DNA/RNA metabolic processes, gene expression,
protein metabolic processes, and protein localiza-
tion.

Results
Approach — Mutual Information Detection

In this study, we detect underlying dependencies
between gene expressions obtained by groups of
stimuli and gene functions. The dependencies are
studied in various machine learning problems such
as feature selection [9, 10] and independent com-
ponent analysis [11]. Although classical correla-
tion analysis would be useful for these problems, it
cannot detect nonlinear dependencies with no cor-
relation. On the other hand, mutual information
(MI), which plays an important role in information
theory [12], enables us to detect general nonlinear
dependencies. Let x and y be a set of gene expres-
sions and a set of known gene functions. A variant
of MI based on the squared loss is defined by

Is(X,Y ) :=
∫∫ (

pxy(x, y)
px(x)py(y)

− 1
)2

× px(x)py(y)dxdy. (1)

Note that Is vanishes if and only if x and y are
independent. The use of MI allows us to detect no
correlation stimulus with a specific gene function
or process.

Estimating MI is known to be a difficult prob-
lem in practice [7,8,10]. Herein, we propose LSMI,
which does not involve density estimation but di-
rectly models the density ratio:

w(x, y) :=
pxy(x, y)

px(x)py(y)
.

Given a density ratio estimator ŵ(x, y), squared
loss MI can be simply estimated by

Îs(X,Y ) =
1
n2

n∑
i,j=1

(ŵ(xi, yj) − 1)2.

Mathematical definitions related to LSMI are pro-
vided in the Methods section. LSMI offers an
analytic-form solution, which allows us to estimate
MI in a computationally very efficiently manner.

It is noteworthy that x includes a multi-
dimensional vector. In fact, LSMI can handle a
group of stimuli, although generic correlation in-
dices such as Pearson correlation between parame-
ters and target value are calculated independently.
Therefore, we can elucidate which type of stimu-
lus has no dependency to biological processes using
LSMI.

Datasets and Feature Selection

In this section, we first prepare datasets to show
the association between stimuli and biological pro-
cess, and introduce feature selection using the
datasets.

Biological Process

We compute mutual information between gene ex-
pression values grouped by stimuli and class of
genes’ biological processes. As the class, we use
biological process terms in Gene Ontology (GO)
categorization [13]. We select GO terms associ-
ated with more than 800 and less than 2,000 genes
because terms having a small number of genes only
describe a fraction of the cell status, whereas terms
having a large number of genes indicate functions
associated with almost all genes in yeast. Actually,
GO has a directed acyclic graph (DAG) structure,
and each term has child terms. The GO terms are
classified into three categories; we use only biolog-
ical process terms to identify the changes within a
cell. Using this method, we select 12 GO terms.

Gene Expression Profiles

The gene expression profile is the best comprehen-
sive dataset to associate stimuli and biological pro-
cesses. We use two different microarray datasets.
One is of 173 microarray data under stress condi-
tions of various types [14]. We categorize the 173
stress conditions into 29 groups based on the type
of condition such as heat shock, oxidizing condi-
tion, etc. The other is of 300 microarray data un-
der gene-mutated conditions [15]. We categorize
the genes into 146 groups based on associated GO
terms. We use only the GO terms which are asso-
ciated with 1,500 genes or fewer. We also use child
terms on a GO layered structure if the term has
more than 1,200 genes. When one gene belongs to
multiple GO terms, we classify the gene into the
the classification whose number of associated genes
is smallest.
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Figure 1: Matrix of stress conditions (rows) versus biological processes (columns). Red cells have higher
correlation.

In both profiles, we remove genes whose expres-
sion values are obtained from fewer than 30% of all
observed conditions. All missing values are filled
out by the average of all the expression values.

Feature Selection using LSMI

We use a novel feature selection method called
LSMI, which is based on MI, to associate stim-
uli with cellular processes. Here we consider the
forward feature-group addition strategy, i.e., a
feature-group score between each input feature-
group and output cellular process is computed.
The top m feature-groups are used for training a
classifier. We predict 12 GO terms independently.
We randomly choose 500 genes from among 6, 116
genes on the stress condition dataset for feature-
group selection and for training a classifier; the
rest are used for evaluating the generalization per-
formance. For using the gene-mutated expression
dataset, we select 500 genes from among 6, 210
genes. We repeat this trial 10 times. For classifica-
tion, we use a Gaussian kernel support vector ma-

chine (GK-SVM) [3], where the kernel width is set
at the median distance among all samples and the
regularization parameter is fixed at C = 10. We
explain the efficiency of feature selection of LSMI
in the Discussion section.

Results

The association between stress conditions and bi-
ological processes in GO terms is shown in Fig. 1.
Each row and column respectively indicate a group
of conditions and a GO term. Row and column
dendrograms are clustering results by the Ward
method according to cell values. Each cell contains
an average ranking over 10 trials by LSMI. The
red cell denotes that the parameter has a higher
rank; that is, the parameter has association with
the target GO term. A blue cell denotes that the
parameter has a lower rank.

As shown in this figure, conditions are divided
into two groups. Almost all conditions in the upper
cluster have higher rank, whereas those in a lower
cluster have higher rank only under specific condi-
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Figure 2: Overview: a matrix of mutated
gene groups (rows) versus biological pro-
cesses (columns)
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(II) Association with DNA/RNA metabolic process

(III) Significantly no association with DNA/RNA metabolic process

Figure 3: Sub-matrices of the full map

tions. The conditions in the upper cluster include
strong heat shocks, dithiothreitol (DTT) exposure,
nitrogen depletion, and diamide treatments, which
are non-natural conditions. The result reveals that
non-natural conditions change overall cellular pro-
cesses.

The GO term clusters are divided into three
groups: DNA/RNA metabolism (right), localiza-
tion of protein (middle), and others (left). The
leftmost cluster contains bio synthesis, gene ex-
pression process, and protein metabolic process.
From this figure, nucleic acid metabolism processes
are inferred to be independent from amino acid
metabolism processes. We will confirm the inde-
pendence and consider the division of clusters by
using other dataset later.

We herein investigate the details of difference
among DNA metabolic process, protein metabolic
process and localization of proteins. Under an
overexpression condition indicated by sign (A) in
Fig. 1, DNA/RNA metabolisms show no correla-

tion with expressions of genes belonging to over-
expression genes. This finding of no correlation is
one advantage of LSMI. The menadione (vitamin
K) exposure condition indicated by (B) in Fig. 1
is associated with localization of proteins. Mena-
dione supplementation causes high toxicity; such
toxicity might result from the violation of protein
localizations.

Next, we compute the association using ex-
pressions of gene mutants. The results are
shown in Fig. 2. The stimulus can be cate-
gorized into two parts: high association under
almost all processes and under particular condi-
tions. The division is the same because of stress
condition associations. The GO terms also cat-
egorize three parts: DNA/RNA metabolic pro-
cesses, protein metabolic processes, and localiza-
tion. In this experiment, GO terms “gene ex-
pression” (GO:0010467) and “organelle organiza-
tion and biogenesis” (GO:0006996) are in the
DNA/RNA metabolic process cluster, although
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they are classified in protein metabolic processes
cluster under stress conditions in Fig. 1. Because
the both divisions are close to ancestor division, we
can conclude that the cluster about gene expres-
sion exists. From these results, GO terms are di-
visible into four categories: DNA/RNA metabolic
process, protein metabolic process, localization,
and gene expression.

In Fig. 3, we present details of three clusters
in Fig. 2. In fact, Fig. 3(I) presents a clus-
ter whose members are correlated with any bi-
ological process. Furthermore, the functions of
the mutated genes are essential processes for liv-
ing cells, such as cellular localization, cell cycle,
and growth. This result might indicate that the
upper half stimulus in Fig. 1 destroys the func-
tions of these essential genes. Furthermore, Fig.
3(II) includes the groups of genes associated with
DNA/RNA metabolic processes. In this cluster,
YEL033W/MTC1 is a gene with unknown func-
tion and is predicted to have a metabolic role us-
ing protein–protein interaction [16]. Our cluster-
ing result indicates that YEL033W would have
some relation with metabolism, especially methyla-
tion (methylation is an important part of the one-
carbon compound metabolic process). We show
genes which have no significant association with
DNA/RNA metabolic processes in Fig. 3(III). In
the cluster, all genes except AQY2 are of unknown
function. No correlation clusters cannot be found
by existing methods. Our result might provide
clues to elucidate these genes’ functions.

Discussion
A common analytical flow of the expression data is
first clustering and then associating clusters with
GO terms or pathways. Although clustering re-
duces the complexity of large datasets, the strategy
might fail to detect changes of entire genes within
a cell such as metabolic processes.

To interpret such gene expression changes, gene
set enrichment analysis [17] has been proposed.
This method treats microarrays independently.
Therefore, housekeeping genes are often ranked
highly. When gene expressions under various con-
ditions are available, our method would show us
the better changes of cellular processes because of
the comparison between groups of conditions. The
module map [18] gives a global association between
a set of genes and a set of conditions. However, this
method requires important changes of gene expres-
sions because it uses hypergeometric distributions
to compute correlations. Our correlation index is
based on MI. Therefore, we can detect nonlinear
dependencies with no correlation. An example is
depicted in Fig. 3(III).

The characteristics of LSMI and existing MI

estimators are presented in Table 1. Detail
comparisons are described in the Methods sec-
tion. The kernel density estimator (KDE) [5, 6]
is distribution-free. Model selection is possible by
likelihood cross-validation (LCV). However, a hard
task of density estimation is involved. Estimation
of the entropies using k-nearest neighbor (KNN)
samples [7] is distribution-free and does not involve
density estimation directly. However, no model
selection method exists for determining the num-
ber of nearest neighbors. Edgeworth expansion
(EDGE) [8] does not involve density estimation or
any tuning parameters. However, it is based on
the assumption that the target distribution is close
to the normal distribution. On the other hand,
LSMI is distribution-free; it involves no density es-
timation, and model selection is possible by cross-
validation (CV). Therefore, LSMI overcomes limi-
tations of the existing approaches. Within a cell,
most processes have a nonlinear relation such as
enzyme effects and feedback loops. The lack of one
advantage might cause difficulty of application to
biological datasets. By virtue of these advantages,
LSMI can detect correlation or independence be-
tween features of complex cellular processes.

To investigate the efficiency of feature selection,
we compare areas under the curve (AUCs) with
LSMI (CV), KDE(LCV), KNN(k) for k = 1, 5,
EDGE, and PCC. Details of these methods are
described in the Methods section. Figure 4 de-
picts AUCs for 12 GO term classifications. The
x-axis shows the number of stimulus groups used
for the prediction. The y-axis means averaged
AUC over 10 trials, where AUCs are calculated as
the area under the receiver operating characteris-
tic (ROC) curve, which is often used for diagnostic
tests. Each figure shows AUC curves calculated
using the six methods.

In the AUC figures, the higher curves repre-
sent better predictions. For example, Fig. 4(a)
shows that LSMI is the highest position, which
means that LSMI achieves the best performance
among the six methods. In Figs. 4(b) and 4(d),
KNN(1) and KNN(5), which are denoted by the
light blue and dotted light blue lines, have the
best performance. However, in Figs. 4(i), 4(j)
and 4(l), averaged AUCs of KNN using numerous
groups are high, whereas the AUCs using small and
few groups are low. No systematic model selection
strategies exist for KNN and therefore KNN would
be unreliable in practice. Figure 4(c) depicts that
EDGE, which is indicated by the light green line,
has the highest AUC. In fact, EDGE presumes the
normal distribution. Consequently, it works well
only on a few datasets. From these figures, LSMI
indicated by the blue line appears to be the best
feature selection method.
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Table 1: Relation between existing and proposed MI estimators. If the order of the Edgeworth expansion
is regarded as a tuning parameter, model selection of EDGE is expected to be ‘Not available’.

Density estimation Model selection Distribution

KDE Involved Available Free

KNN Not involved Not available Free

EDGE Not involved Not necessary Nearly normal

LSMI Not involved Available Free
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Figure 4: Classification error against the number of feature groups for the yeast cell datasets.

Conclusions

We provided a global view of the associations be-
tween stimuli and changes of biological processes
based on gene expression profiles. The association
is generally difficult to use for making models be-
cause of nonlinear correlation. To cope with this
problem, we introduced a novel feature selection
method called LSMI, which uses MI and can be
computed efficiently. In comparison to other fea-
ture selection methods, LSMI showed better AUCs
in prediction of biological process functions. Con-
sequently, our feature selection results would be
more reliable than those obtained using the other
methods. We calculated the association between
stimuli and GO biological process terms using gene
expression profiles. The result revealed that the
stimuli are categorized into four types: related
to DNA/RNA metabolic process, gene expression,
protein metabolic process, and protein localization.

LSMI enabled us to reveal the global regulation
of cellular processes from comprehensive transcrip-
tion datasets.

Methods
Mutual Information Estimation

A naive approach to estimating MI is to use a KDE
[5,6], i.e., the densities pxy(x, y), px(x), and py(y)
are separately estimated from samples and the es-
timated densities are used for computing MI. The
band-width of the kernel functions could be opti-
mized based on likelihood cross-validation (LCV)
[19], so there remains no open tuning parameter
in this approach. However, density estimation is
known to be a hard problem [3] and therefore the
KDE-based method may not be so effective in prac-
tice.

An alternative method involves estimation of
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entropies using KNN. The KNN-based approach
was shown to perform better than KDE [20], given
that the number k is chosen appropriately—a small
(large) k yields an estimator with small (large) bias
and large (small) variance. However, appropriately
determining the value of k is not straightforward
in the context of MI estimation.

Here, we propose a new MI estimator that
can overcome the limitations of the existing ap-
proaches. Our method, which we call Least-
Squares Mutual Information (LSMI), does not in-
volve density estimation and directly models the
density ratio:

w(x, y) :=
pxy(x, y)

px(x)py(y)
. (2)

The solution of LSMI can be computed by simply
solving a system of linear equations. Therefore,
LSMI is computationally very efficient. Further-
more, a variant of cross-validation (CV) is available
for model selection, so the values of tuning param-
eters such as the regularization parameter and the
kernel width can be adaptively determined in an
objective manner.

A New MI Estimator

In this section, we formulate the MI inference prob-
lem as density ratio estimation and propose a new
method of estimating the density ratio.

MI Inference via Density Ratio Estimation

Let DX (⊂ Rdx) and DY (⊂ Rdy) be the data do-
mains and suppose we are given n independent and
identically distributed (i.i.d.) paired samples

{(xi, yi) | xi ∈ DX, yi ∈ DY}n
i=1

drawn from a joint distribution with density
pxy(x, y). Let us denote the marginal densities
of xi and yi by px(x) and py(y), respectively.
The goal is to estimate squared-loss MI defined by
Eq.(1).

Our key constraint is that we want to avoid den-
sity estimation when estimating MI. To this end,
we estimate the density ratio w(x, y) defined by
Eq.(2). Given a density ratio estimator ŵ(x, y),
MI can be simply estimated by

Îs(X,Y ) =
1
n2

n∑
i,j=1

(ŵ(xi, yj) − 1)2.

We model the density ratio function w(x, y) by
the following linear model:

ŵα(x, y) := α⊤ϕ(x, y),

where α = (α1, α2, . . . , αb)⊤ are parameters to be
learned from samples, ⊤ denotes the transpose of
a matrix or a vector, and

ϕ(x, y) = (ϕ1(x,y), ϕ2(x, y), . . . , ϕb(x, y))⊤

are basis functions such that

ϕ(x, y) ≥ 0b for all (x,y) ∈ DX ×DY.

0b denotes the b-dimensional vector with all ze-
ros. Note that ϕ(x, y) could be dependent on the
samples {xi, yi}n

i=1, i.e., kernel models are also al-
lowed. We explain how the basis functions ϕ(x, y)
are chosen in the later section.

A Least-squares Approach to Direct Density Ratio
Estimation

We determine the parameter α in the model
ŵα(x, y) so that the following squared error J0 is
minimized:

J0(α) :=
1
2

∫∫
(ŵα(x, y)−w(x,y))2px(x)py(y)dxdy

=
1
2

∫∫
ŵα(x, y)2px(x)py(y)dxdy

−
∫∫

ŵα(x, y)pxy(x, y)dxdy + C,

where C = 1
2

∫∫
w(x,y)pxy(x,y)dxdy is a con-

stant and therefore can be safely ignored. Let us
denote the first two terms by J :

J(α) := J0(α) − C =
1
2
α⊤Hα − h⊤α,

where

H :=
∫∫

ϕ(x, y)ϕ(x, y)⊤px(x)py(y)dxdy,

h :=
∫∫

ϕ(x, y)pxy(x, y)dxdy.

Approximating the expectations in H and h
by empirical averages, we obtain the following op-
timization problem:

α̃ := argmin
α∈Rb

[
1
2
α⊤Ĥα − ĥ⊤α + λα⊤α

]
, (3)

where we included a regularization term λα⊤α and

Ĥ :=
1
n2

n∑
i,j=1

ϕ(xi, yj)ϕ(xi, yj)⊤,

ĥ :=
1
n

n∑
i=1

ϕ(xi,yi).
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Differentiating the objective function (3) with re-
spect to α and equating it to zero, we can obtain
an analytic-form solution:

α̃ = (Ĥ + λIb)−1ĥ,

where Ib is the b-dimensional identity matrix.
We call the above method Least-Squares Mu-

tual Information (LSMI) . Thanks to the analytic-
form solution, the LSMI solution can be computed
very efficiently.

Convergence Bound

Here, we show a non-parametric convergence rate
of the solution of the optimization problem (3).

Let G be a general set of functions on DX×DY.
For a function g (∈ G), let us consider a non-
negative function R(g) such that

sup
x,y

[g(x,y)] ≤ R(g).

Then the problem (3) can be generalized as

ŵ := argmin
g∈G

 1
2n2

n∑
i,j=1

g2
i,j−

1
n

n∑
i=1

gi,i + λnR(g)2

 ,

where gi,j := g(xi,yj). We assume that the true
density ratio function w(x, y) is contained in model
G and satisfies

w(x, y) < M0 for all (x,y) ∈ DX × DY .

We also assume that there exists γ (0 < γ < 2)
such that

H[](GM , ϵ, L2(pXpY )) = O((M/ϵ)γ),

where
GM := {g ∈ G | R(g) ≤ M}

and H[] is the bracketing entropy of GM with re-
spect to the L2(pxpy)-norm [21, 22]. This means
the function class G is not too much complex.

Then we have the following theorem. Its proof
is omitted due to lack of space.

Theorem 1 Under the above setting, if λn → 0
and λ−1

n = o(n2/(2+γ)) then

∥ŵ − w∥2 = Op(λ1/2
n ),

where ∥ · ∥2 means the L2(pxpy)-norm and Op de-
notes the asymptotic order in probability.

CV for Model Selection and Basis Function Design

The performance of LSMI depends on the choice
of the model, i.e., the basis functions ϕ(x,y) and

the regularization parameter λ. Here we show that
model selection can be carried out based on a vari-
ant of CV.

First, the samples {zi | zi = (xi, yi)}n
i=1 are

divided into K disjoint subsets {Zk}K
k=1. Then a

density ratio estimator ŵk(x, y) is obtained using
{Zj}j ̸=k and the cost J is approximated using the
held-out samples Zk as

Ĵ
(K−CV)
k =

∑
x′,y′∈Zk

ŵk(x′,y′)2

2n2
k

−
∑

(x′,y′)∈Zk

ŵk(x′, y′)
nk

,

where nk is the number of pairs in the set Zk.∑
x′,y′∈Zk

is the summation over all combinations
of x′ and y′ (i.e., n2

k terms), while
∑

(x′,y′)∈Zk

is the summation over all pairs (x′, y′) (i.e., nk

terms). This procedure is repeated for k =
1, 2, . . . ,K and its average Ĵ (K−CV) is used as an
estimate of J :

Ĵ (K−CV) =
1
K

K∑
k=1

Ĵ (K−CV)
r .

We can show that Ĵ (K−CV) is an almost unbiased
estimate of the true cost J , where the ‘almost’-ness
comes from the fact that the number of samples is
reduced in the CV procedure due to data split-
ting [3].

A good model may be chosen by CV, given
that a family of promising model candidates is pre-
pared. As model candidates, we propose using a
Gaussian kernel model:

ϕℓ(x, y) = exp
(
−∥x − uℓ∥2

2σ2

)
δ(y = vℓ),

where
{(uℓ,vℓ)}b

ℓ=1

are ‘center’ points randomly chosen from

{(xi, yi)}n
i=1.

δ(y = vℓ) is a indicator function, which is 1 if
y = vℓ and 0 otherwise.

In the experiments, we fix the number of basis
functions at

b = min(100, n),

and choose the Gaussian width σ and the regular-
ization parameter λ by CV with grid search.

Relation to Existing Methods

In this section, we discuss the characteristics of ex-
isting and proposed approaches.

8



Kernel Density Estimator (KDE)

KDE [5, 6] is a non-parametric technique to esti-
mate a probability density function p(x) from its
i.i.d. samples {xi}n

i=1. For the Gaussian kernel,
KDE is expressed as

p̂(x) =
1

n(2πσ2)d/2

n∑
i=1

exp
(
−∥x − xi∥2

2σ2

)
.

The performance of KDE depends on the choice of
the kernel width σ and it can be optimized by like-
lihood CV as follows [19]: First, divide the samples
{xi}n

i=1 into K disjoint subsets {Xk}K
k=1. Then ob-

tain a density estimate p̂Xk
(x) from {Xj}j ̸=k and

compute its hold-out log-likelihood for Xk:

1
|Xk|

∑
x∈Xk

log p̂Xk
(x).

This procedure is repeated for k = 1, 2, . . . ,K and
choose the value of σ such that the average of
the hold-out log-likelihood over all k is maximized.
Note that the average hold-out log-likelihood is an
almost unbiased estimate of the Kullback-Leibler
divergence from p(x) to p̂(x), up to an irrelevant
constant.

Based on KDE, MI can be approximated by
separately estimating the densities pxy(x, y), px(x)
and py(y) using {xi,yi}n

i=1. However, density es-
timation is known to be a hard problem and there-
fore the KDE-based approach may not be so effec-
tive in practice.

k-nearest Neighbor Method (KNN)

Let Nk(i) be the set of k-nearest neighbor samples
of (xi, yi), and let

ϵx(i) := max{∥xi − xi′∥ | (xi′ , yi′) ∈ Nk(i)},
ϵy(i) := max{∥yi − yi′∥ | (xi′ , yi′) ∈ Nk(i)},
nx(i) := #{zi′ | ∥xi − xi′∥ ≤ ϵx(i)},
ny(i) := #{zi′ | ∥yi − yi′∥ ≤ ϵy(i)}.

Then the KNN-based MI estimator is given as fol-
lows [7]:

Î(X,Y ) =ψ(k) + ψ(n) − 1
k

− 1
n

n∑
i=1

[ψ(nx(i)) + ψ(ny(i))] ,

where ψ is the digamma function.
A practical drawback of the KNN-based ap-

proach is that the estimation accuracy depends on
the value of k and there seems no systematic strat-
egy to choose the value of k appropriately.

Edgeworth Expansion (EDGE)

MI can be expressed in terms of the entropies as

I(X,Y ) = H(X) + H(Y ) − H(X,Y ),

where H(X) denotes the entropy of X:

H(X) := −
∫

px(x) log px(x)dx.

Thus MI can be approximated if the entropies
above are estimated.

In the paper [8], an entropy approximation
method based on the Edgeworth expansion is pro-
posed, where the entropy of a distribution is ap-
proximated by that of the normal distribution
and some additional higher-order correction terms.
More specifically, for a d-dimensional distribution,
the entropy is approximated by

H ≈Hnormal −
1
12

d∑
i=1

κ2
i,i,i −

1
4

d∑
i,j=1,i ̸=j

κ2
i,i,j

− 1
72

d∑
i,j,k=1,i<j<k

κ2
i,j,k,

where Hnormal is the entropy of the normal distri-
bution with covariance matrix equal to the target
distribution and κi,j,k (1 ≤ i, j, k ≤ d) is the stan-
dardized third cumulant of the target distribution.
In practice, all the cumulants are estimated from
samples.

If the underlying distribution is close to the
normal distribution, the above approximation is
quite accurate and the EDGE method works very
well. However, if the distribution is far from the
normal distribution, the approximation error gets
large and therefore the EDGE method may be un-
reliable.

In principle, it is possible to include the fourth
and even higher cumulants for further reducing the
estimation bias. However, this in turn increases the
estimation variance; the expansion up to the third
cumulants would be reasonable.
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