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AbstractAbstract

Model selection is the key to successful learning.
Which is better?

We use the spirit of Stein’s idea                                    
for constructing better model criterion:                      
Regularized subspace information criterion

Unbiased
but large variance

Slightly biased
but small variance
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Abstract (cont.)Abstract (cont.)

Unbiased generalization 
error estimators are often 
used for model selection, 
e.g., AIC, CV, SIC...
However, unbiased 
estimators can have large 
variance, which causes 
unstable model selection.
We propose regularizing 
unbiased generalization 
error estimators.

Generalization Error

Unbiased Estimator

Regularized Estimator

Model Complexity

Model Complexity

Model Complexity



4Kernel Ridge RegressionKernel Ridge Regression
Learn         from
Kernel regression:

Ridge estimation:

:Parameters to be learned
:Kernel function (e.g., Gaussian)

:Ridge parameter (model parameter)
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Model SelectionModel Selection

is too small is appropriate is too large

Target function
Learned function

is chosen so that an 
estimator    of generalization 

error    is minimized.
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RKHS-Based Generalization ErrorRKHS-Based Generalization Error

Assume         lies in a reproducing kernel 
Hilbert space (RKHS)      with reproducing 
kernel             .
We shall measure the generalization error by 
the expected RKHS norm:

:Norm in RKHS
:Expectation over the noise

Constant



7
Projection of Learning TargetProjection of Learning Target

: Projection of    onto 

Generalization error     is expressed as

:Unknown coefficients
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Subspace Information CriterionSubspace Information Criterion

Replace unknown     
by its unbiased
estimator                  .

Adding a modification term, we have an 
unbiased estimator of generalization error.

: Generalized inverse

Sugiyama & Ogawa (Neural Comp., 2001)
Sugiyama & Müller (JMLR, 2002)



9Variance of Unbiased
Generalization Error Estimators

Variance of Unbiased
Generalization Error Estimators

Unbiased generalization error estimators 
can have large variance, which causes 
unstable model choice.
A natural way to circumvent this problem 
is to allow small bias in order to reduce 
variance.

We regularize SIC for robust model selection
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Regularized SICRegularized SIC

Unbiased estimator       can cause large 
variance of SIC.
Replace       by  a 
regularized estimator

.

How to choose    ?

:Regularization parameter



11Determining Degree of 
Regularization in RSIC
Determining Degree of 
Regularization in RSIC

Expected squared error of RSIC.

We can obtain an unbiased estimator of ESE. 

We determine     so that          is minimized.
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Learning Sinc FunctionLearning Sinc Function

Noise level: Small,    Kernel: Gaussian

RSIC maintains good performance of SIC!
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Noise level: Large,    Kernel: Gaussian

RSIC improves over unbiased SIC!

Learning Sinc FunctionLearning Sinc Function
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Test Errors for DELVE Data SetsTest Errors for DELVE Data Sets

Normalized test error
(Test error obtained with best ridge parameter is normalized to 1)

Best and comparable methods by t-test are shown by red.
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Conclusions and OutlookConclusions and Outlook

We proposed regularizing model selection 
criteria for stabilization.
Simulation showed that model selection 
performance is improved especially when 
noise level is large.
Improving accuracy of        .
Theoretically investigate model selection 
performance.
Applying the same idea to choosing the 
number of folds in the cross-validation score. 


