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Abstract. Current Brain-Computer Interfaces (BCI) suffer the require-
ment of a subject-specific calibration process due to variations in EEG
responses across different subjects. Additionally, the duration of the cali-
bration process should be long enough to sufficiently sample high dimen-
sional feature spaces. In this study, we proposed a method based on Fuzzy
Support Vector Machines (Fuzzy-SVM) and a database of training sam-
ples from several subjects to address both issues for P300-based BCI. To
validate the proposed approach, we conducted P300 speller experiments
on 18 subjects and formed a subject-database using the leave-one-out
approach. Fuzzy-SVM is an extension to the traditional SVM in which
a different weight is assigned to every slack variable. We assigned the
same weight to all the slack variables coming from a specific subject in
the database. The weight of a subject in the database set to be pro-
portional to the accuracy obtained by a standard SVM which is trained
using only samples from the corresponding subject and tested with sam-
ples of the test-subject. With the proposed approach, we achieved to
obtain an average accuracy of 80% with only 4 training letters. Conven-
tional subject-specific calibration approach, on the other hand, needed
12 training letters to provide the same performance.

Keywords: Brain-Computer Interfaces, P300, EEG, Subject-Database,
Fuzzy Support Vector Machines
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Abstract
Model-free reinforcement learning (RL) is a machine learn-
ing approach to decision making in unknown environments.
However, real-world RL tasks often involve high-dimensional
state spaces, and then standard RL methods do not per-
form well. In this work, we propose a new feature selec-
tion framework for coping with high dimensionality. Our
proposed framework adopts conditional mutual information
between return and state-feature sequences as a feature se-
lection criterion, allowing the evaluation of implicit state-
reward dependency. The conditional mutual information is
approximated by a least-squares method, which results in a
computationally efficient feature selection procedure. The
usefulness of the proposed method is demonstrated on grid-
world navigation problems.

1 Introduction
Optimal decision making in unknown environment is a chal-
lenging task in the machine learning community. Reinforce-
ment learning (RL) is a popular framework for this pur-
pose, where a policy (the decision rule of an agent) is de-
termined so that return (the sum of discounted rewards the
agent will receive) is maximized. However, when the dimen-
sionality of the state space is high, existing RL approaches
tends to perform poorly. Unfortunately, this critically limits
the range of applicability of RL in practice since real-world
RL tasks (e.g., robot control) often involve high-dimensional
state spaces. To cope with high dimensionality of the state
space, choosing a subset of relevant features from the high-
dimensional state variables, i.e., feature selection, is highly
useful.

In this work, we introduce a new framework of filter-type
feature selection for RL where we evaluate the independence
between return and state-feature sequences using the condi-
tional mutual information (MI) [1]. In order to efficiently
approximate the conditional MI from samples, we utilize a
least-squares MI estimator which was proved to possess the
optimal convergence rate [2].

2 Feature Selection via Conditional
Mutual Information

In this section, we briefly describe our proposed feature se-
lection method.

Let ηn and sn = (s(1)
n , s

(2)
n , . . . , s

(v)
n ) be the return and the

v dimensional state features at the n-th time step. For u
(≤ v) being the number of features we want to select, our
goal is to find a ‘subset’ zn = (z(1)

n , z
(2)
n , . . . , z

(u)
n )� of the

state features sn such that

ηn ⊥ sn | zn, ∀n = 1, 2, . . . , N. (1)

This means that, for all time steps, the return ηn is condi-
tionally independent of the entire state features sn given the
subset zn.

We propose to use conditional MI I(η; z|n) as our feature
selection criterion, which is defined as the average of MI
I(ηn; zn) over time steps n = 1, 2, . . . , N [1]:

I(η; z|n) =
1
N

N∑
n=1

I(ηn; zn).

The conditional MI between returns and state features
can be seen as a measure of dependency between returns
and state-feature sequences. The rationale behind the use
of conditional MI for feature selection relies on the following
lemma(its proof is omitted due to the limited space):

Lemma 1

I(η; s|n) − I(η; z|n) =
1
N

N∑
n=1

∫∫
p(η, z|n)2

p(η|n)p(z|n)2

×
(

p(η, s|z, n)
p(s|z, n)p(η|z, n)

− 1
)2

p(s|n)dsdη

≥ 0.

This lemma implies that I(η; s|n) ≥ I(η; z|n) and the equal-
ity holds if and only if

p(η, s|z, n) = p(η|z, n)p(s|z, n), ∀n = 1, 2, . . . , N.

This is equivalent to Eq.(1), and thus Eq.(1) can be attained
by maximizing I(η; z|n) with respect to z.

In this work, we employ forward-selection [3] algorithm
to find the subset z which maximizing the conditional MI
I(η; z|n) while utilizing least-squares MI [2] to approximate
I(η; z|n).
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Introduction
The discovery of non-linear causal relationship under addi-
tive non-Gaussian noise models has attracted considerable
attention recently because of their high flexibility. In this
poster, we propose a novel causal inference algorithm called
least-squares independence regression (LSIR). LSIR learns
the additive noise model through minimization of an esti-
mator of the squared-loss mutual information between in-
puts and residuals. A notable advantage of LSIR over exist-
ing approaches is that tuning parameters such as the kernel
width and the regularization parameter can be naturally op-
timized by cross-validation, allowing us to avoid overfitting
in a data-dependent fashion. Through experiments with real-
world datasets, we show that LSIR compares favorably with
the state-of-the-art causal inference method.

Dependence Minimizing Regression by LSIR
Suppose random variables X ∈ R and Y ∈ R are connected
by the following additive noise model (Hoyer et al. 2009):

Y = f(X) + E,

where f(·) : R → R is some non-linear function and E ∈ R

is a zero-mean random variable independent of X . The goal
of dependence minimizing regression is, from i.i.d. paired

samples {(xi, yi)}n
i=1, to obtain a function f̂(·) such that

input X and estimated additive noise Ê = Y − f̂(X) are
independent.

Let us employ a linear model for dependence minimizing
regression fβ(x) =

∑m
l=1 βlψl(x) = β�ψ(x), where m

is the number of basis functions, β = (β1, . . . , βm)� are

regression parameters, � denotes the transpose, and ψ(x) =
(ψ1(x), . . . , ψm(x))� are Gaussian basis functions.

In dependence minimization regression, the regression
parameter β∗ may be learned as

β∗ = argmin
β

[
SMI(X, Ê) +

γ

2
β�β

]
,

where γ ≥ 0 is the regularization parameter for avoiding

overfitting, and SMI(X, Ê) is the squared-loss mutual in-
formation (SMI) between X and Ê:

SMI(X, Ê) =
1
2

∫∫
p(x, ê)

p(x)p(ê)
p(x, ê)dxdê − 1

2
.

∗http://sugiyama-www.cs.titech.ac.jp/ sugi/2010/AAAI2010.pdf.
†This work was supported by SCAT, AOARD, and the JST

PRESTO program.

SMI cannot be directly computed since it contains un-
known densities p(x, ê), p(x), and p(ê). Thus, we use least-
squares mutual information (LSMI) (Suzuki et al. 2009) to
estimate an empirical SMI. A key idea of LSMI is to directly
estimate the density ratio:

w(x, ê) =
p(x, ê)

p(x)p(ê)
,

without going through density estimation of p(x, ê), p(x),
and p(ê).

Given a density ratio estimator ŵ = w
bα estimated by

LSMI, SMI can be simply approximated as

ŜMI(X, Ê) =
1
2n

n∑
i=1

ŵ(xi, êi) − 1
2
. (1)

Finally, we learn the regression parameter β∗ so that

ŜMI(X, Ê) is minimized.
We call this SMI based dependence minimizing regres-

sion as least-squares independence regression (LSIR). A
notable advantage of LSIR over existing approaches is
that tuning parameters such as the kernel width and the
regularization parameter can be naturally optimized by
cross-validation, allowing us to avoid overfitting in a data-
dependent fashion.

Causal Direction Inference
Our final goal is, given i.i.d. paired samples {(xi, yi)}n

i=1,
to determine whether X causes Y or vice versa. To this
end, we test whether the causal model Y = fY (X) + EY
or the alternative model X = fX(Y ) + EX fits the data
well, where the goodness of fit is measured by independence
between inputs and residuals (i.e., estimated noise). In this
poster, independence of inputs and residuals are decided by
the permutation test (Efron and Tibshirani 1993) with the
use of LSMI.
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The focus of our work is unsupervised learn-

ing the optimal segmentation of two symbol se-

quences and alignment of the resulting segments

to optimize a joint objective, where a sequence

segmentation is a partition of the ordered set of its

symbols, where each part must only contain con-

sequent symbols. The objective function is defined

in terms of the model parameters, which are the

individual weights of single segments and aligned

segment pairs. The following is an example of two

segmented and aligned sequences:

Here the first group of the bottom sequence is un-

aligned.

We propose two approaches to learning the pa-

rameters of the model. The first one is based on

the Expectation-Maximization algorithm, where

the segmentations and the alignment both consti-

tute the hidden variable Z. The maximization

step thus involves summing the products of the

probabilities of all segments of each segmenta-

tion, which in our case can be accomplished with

a dynamic programming-based algorithm with a

quadratic time complexity. To stabilize the itera-

tive search and initialize the parameters the first

few iterations are made only for segmentations,

before proceeding with the full search.

The second approach is based on Eric Brill’s

transformation-based learning (TBL) with the er-

ror function to minimize is defined via the min-

imum description length principle. The search

space is reduced with random subsampling of

the possible search directions, commonly em-

ployed with TBL. As soon as the search is con-

verged, the actual parameters are estimated with

the maximum-likelihood principle from the seg-

mented and aligned training set.

In addition to learning it is necessary to solve

the task of finding the optimal segmentations and

alignments for unseen samples, once the param-

eters have been learned. We combine Viterbi

search with maximum a-posteriori decoding to

avoid the exponential time complexity of pure

Viterbi search. Decoding is guided with a param-

eter α ∈ [0, 1], which allows finding a suitable

compromise between quality and decoding time.

The main domain of applying the proposed

model is statistical machine translation, where it

can be put to many uses. It can be applied to

languages with no explicit word boundaries, like

Chinese and Japanese, and also morphologically

rich languages, like Finnish or Turkish, to inte-

grate word alignment with segmenting the sen-

tence into words or highly inflectional word forms

into morphemes to reduce data sparsity. Other ap-

proaches have shown that linguistic and monolin-

gual segmentation is not necessary optimal, de-

pending on the source and target language of trans-

lation, which makes our essentially bilingual ap-

proach promising.

At the same time one of the state-of-the-art ap-

proaches to machine translation is phrase-based

statistical translation, which involves finding the

correspondence of the word sequences between

sentences in the training set. Our approach can be

substituted for the currently used heuristic learn-

ing model of this kind of translation.

The main question is currently whether the de-

scribed approach works for the suggested applica-

tions. Initial experiments show that the approach

works well on “toy” training/testing data. Work

in progress is mainly focused on efficiently imple-

menting the described models and testing the ap-

proach in full scale machine translation.
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Rule induction is a common form of machine learning and data mining often
used in classification and association rule learning. Classification rule learning is
a predictive task aimed at constructing a set of rules, based on training examples
and their observed features, to predict the class of unseen future examples.
Association rule learning, on the other hand, is a form of descriptive induction
aimed at the discovery of individual rules that express interesting patterns in
data.

In classification rule learning a target concept is pre-defined and so the search
heuristic is usually some form of accuracy. On the other hand, in descriptive
rule learning no target concept is given and the heuristic function evaluates
measures of interestingness and unusualness in the data, e.g. support and confi-
dence. Subgroup discovery can be seen as being halfway between predictive and
descriptive rule learning, as there is a target concept but the goal of subgroup
discovery is not necessarily to achieve high accuracy. Rather, the target concept
helps us to achieve a trade-off between accuracy and interestingness. Subgroup
discovery aims at finding subsets of a population whose class distribution is
significantly different from the overall distribution.

Subgroup discovery has previously predominantly been investigated in a two-
class context such that each discovered subgroup reflects an interesting phe-
nomenon occurs in a single class and the discovery is guided by a two-class
heuristic measures. Recently subgroup discovery has been investigated in a
multi-class context where the discovered subgroups express interesting phenom-
ena which may occur not only in a single class but rather in multiple classes
where multi-class heuristics where studied and used to derive such subgroups.

We would like to shed some light on multi-class subgroup discovery approach
and its usefulness in rule learning framework with respect to the context of
propositional logic as well as first-order logic.

1
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Abstract

We compared Conditional Neural Fields (CNFs) (Peng et al., 2009) with Conditional Ran-
dom Fields (CRFs) in a Japanese Named Entity Recognition (NER) task. CRFs are widely
used for sequence labeling in natural language processing. CRFs use a linear potential func-
tion to represent the relationship between input features and an output label. On the other
hand, CNFs use a non-linear potential function by adding one middle layer between input
and output layers.

Regarding English NER tasks, it is known that Semi-Markov CRFs (Semi-CRFs) out-
perform the conventional CRFs. Semi-CRFs are a method of learning segmentation. Thus
we added Semi-Markov CNFs (Semi-CNFs) to the comparison. We utilized CRF++ 0.54
and cnf-0.2.3 (http://code.google.com/p/cnf/) as implementations of CRFs, CNFs and
Semi-CNFs. Semi-CNFs have never been used and compared in NER tasks, to our knowl-
edge. It has been reported that Semi-CRF performance improves by adding features used in
conventional CRFs (Andrew, 2006). So in our experiment, we added them to Semi-CNFs.

For evaluation, we made a corpus from CRL NE data and Kyoto University Text
Corpus 3.0. CRL NE data was prepared for IREX (Information Retrieval and Extraction
Exercise) and it has about 19,000 NEs in 1,174 articles of the Mainichi newspaper(1995).
Kyoto University Text Corpus 3.0 is a tagged corpus of the Mainichi newspaper(1995).
There are many common sentences between CRL NE data and Kyoto University Text
Corpus. We added CRL’s NE labels in IOB2 format to Kyoto University Text Corpus.
In CRL NE data, The label ’OPTIONAL’ is used for NEs that are difficult to annotate
mannually. So We didn’t use them for evaluation. We used 5-fold cross validation. For
evaluation, we used F-measure, i.e. the weighted hermonic mean of precision and recall.
Our experiment showed Semi-CNFs (87.28), CNFs (86.45) and CRFs (86.01) in F-measure.
These results revealed that Semi-CNFs are the highest of the 3 methods.

Keywords: sequence labeling , conditional random fields, conditional neural fields
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We consider the problem of prediction from a learning dataset L = {(xt, yt), t =

1, . . . , n} where the y′s are the class labels. The present work is intended to find the

true class label as the sample size n → ∞. We attempt to find the true class label

by the bagging method of Breiman (1996).

Ordinary bagging takes bootstrap samples L∗1, . . . , L∗B for prediction where B

is the number of bootstrap resamplies of Efron (1979). After the resampling, we

make a predictor for each bootstrap sample and decide the class label by a majority

of these predictors. In this bagging procedure, we can obtain the frequency of the

output of each class. The frequency is called the bootstrap probability (BP).

In this study, we use this BP as the confidence level of the null hypothesis. That

is, we think of BP as an approximation of the p-value of null hypothesis which the

true class label is y for input x. If BP falls below the significance level α, we reject

the hypothesis of the class label and set the unrejected classes as candidates of the

true class.

However, it is known that the BP has a bias. So, we propose the multiscale-

bagging which uses the multiscale bootstrap algorithm of Shimodaira (2004, 2008).

The multiscale bootstrap corrects the bias of the BP, and calculates the approxi-

mately unbiased p-values (AU). We use this AU in place of BP.

We performed a simulation study for evaluating the BP and AU. Unbiased p-

values should satisfy that,

P (p < α) = α 0 < α < 1,

that is, the distribution of unbiased p-values is uniform on (0, 1) when x is on the

true decision boundary. We check whether the BP and AU satisfy this condition.
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Data mining has been applied to a broad range of activ-

ities that attempt to discover new information from existing

databases. Contrast set mining is one of the most well-studied

problems when given two or more comparable databases;

additionally, correlation mining has also been paid much more

attention in this decade. In this poster, we consider a problem

of contrasting correlations over two databases (DBs). We try

to find the itemsets consisting of items that are correlated at

a low level in the one DB, but correlated at a medium level

in the other DB.

Naturally, our correlation covers both positive and negative

ones on the basis of considering the absence and presence

of items in POS transactions (where the items are sales

items) or in documents (where the items are words). Thus,

each item can be considered as a categorical variable taking

Boolean values. In general, correlation coefficient is useful

for identifying linear functional dependence between random

variables, but is poor at handling the case of categorical

variables. The chi-squared value can be a candidate measure

for the correlatedness of categorical variables. However we

need to compare correlations of an itemset over two databases

with different sizes. Because chi-squared value tends to be

infinity as the sample size increase, it is not meaningful to

compare chi-squared values over two different databases. For

this reason, we introduce an extended mutual information

(called k-way mutual information ) to measure the degree of

the correlation among items in an itemset so that the difference

of database sizes does not make an influence on the contrasted

values.

For two items, A and B, their correlation are needless to

say calculated by the standard mutual information I(A;B).
However, as is well known, given the condition, the third

item C, the 3-way extended mutual information, I(A;B;C),
shows higher value, even when there exists no dependence

between A and B. Therefore, we consider the correlation

not only between two items but also among three or more

items extendedly. And then the correlation of k itemset,

X = {x1, . . . , xk}, is measured by the k-way mutual infor-

mation, I(X) = I(x1; . . . ;xk). Based on the k-way mutual

information measure, our task is to find the itemsets whose

correlation at one DB is low and the correlation at the other

DB is medium. The problem can be defined as: Given items set

I = {i1, i2, ..., in}, two databases DB1 and DB2, correlation

constraints (upper bounds) δ1 for DB1 and δ2 for DB2 such

that δ1 < δ2, correlation increase ratio r%, find subsets

X ⊆ I , subject to IDB1(X) < δ1, IDB2(X) < δ2 and

(IDB2(X)− IDB1(X))/IDB1(X) ≥ r%.

To find the itemsets, the standard method is to enumerate

all possible itemsets, computing their mutual informations

and then comparing them. As the number of itemsets in the

itemset lattice is very huge, the cost of the standard method is

high, we have to develop some pruning rules to reject useless

ones. It is well known that the k-way mutual information

increases monotonically as the set X grows to larger sets.

More precisely, if I(A;B) > δ, then I(A;B;C) > δ holds.

Based on the property, we introduce a new graph theoretic

technique to reduce the candidate sets that violate the corre-

lation constraints. In fact, we construct two graphs: one graph

G1 for DB1, whose edges are drawn when the correlation

between a pair of items is less than δ1, and the other G2 for

DB2 when the correlation between a pair of items is less than

δ2. By using the two graphs with the different types of edges,

we search double cliques (cliques in both G1 and G2), and

then compute their correlations in two databases. The itemsets

(double cliques) satisfying the both correlation constraints and

having a significant change rate of correlations are extracted.

Of course, the rare (or frequent) items or itemsets in

extracted results are not useful. To avoid them, we consider a

refined support constraint in searching itemsets. In this poster,

an item is considered as a variable with boolean values. This

leads to a fact that there are 2k supports that corresponding

to 2k events for a set of k items. When the number of rare

events is large, it is often the case that some included items are

redundant and the combination of k items is not meaningful.

Therefore, on the 2k supports, we apply a refined form of

support constraint that is downward closed to prune some

useless sets efficiently.

Based on these strategies, we developed an algorithm based

on depth-first double-clique search. We demonstrate its effec-

tiveness by testing it on Nikkei POS data and BankSearch

Web document dataset. It is showed that some interesting

combinations of sales items or words are extracted, and the

contrasting correlation problem can be solved efficiently.
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Abstract

When the Bayesian estimation is applied
to modern probabilistic models, an uninten-
tional strong regularization is often observed.
We explain the mechanism of this effect, and
introduce relevant works.

Suppose we are given i.i.d. samples {x1, . . . , xn ∈ R}
taken from Gaussian model with the mean parameter
u ∈ R:

p(x) = N (x; u, 12). (1)

Assuming Gaussian prior, pu(u) = N (u; 0, c2
u), where

c2
u > 0 is a variance hyperparameter, we can perform

Bayesian estimation, controlling c2
u as a regularization

constant. What if we set c2
u to a large value (c2

u → ∞)?
The answer may be trivial; we get an unregularized es-
timator. (More accurately, the mode of the Bayesian
predictive distribution coincides to the maximum like-
lihood (ML) estimator.)

Suppose next the following model:

p(x) = N (x; ab, 12). (2)

Here, the parameters are a, b ∈ R, whose product cor-
responds to the parameter u in the original model
(1). Let us assume Gaussian priors on a and b:
pa(a) = N (a; 0, c2

a), pb(b) = N (b; 0, c2
b). Will we sim-

ilarly get an unregularized estimator of u = ab when
c2
a, c2

b → ∞?

The answer is NO. The estimator tends to be strongly
regularized. We call this effect model-induced regular-
ization (MIR), since it is inherent in the model likeli-
hood function.

Actually, Eq.(2) is a special case of the matrix factor-
ization model, and therefore, MIR explains the em-
pirically observed superiority (Salakhutdinov & Mnih,
2008) of full-Bayesian estimation over maximum a pos-
teriori (MAP) estimation. Here, note that MIR is

caused by density non-uniformity of distribution func-
tions in the parameter space, and therefore observed
only when at least one parameter is integrated out.
(No parameter is integrated out in MAP.) Other pop-
ular models in machine learning, e.g., mixture models
and hidden Markov models, also have a similar struc-
ture to Eq.(2), which induces MIR.

The origin of MIR can be explained in terms of the Jef-
freys prior (Jeffreys, 1946), with which the two mod-
els, (1) and (2), give the equivalent estimation. An-
other explanation has been done in the context of vi-
sual recognition (Freeman, 1994). Although the idea
of the Jeffreys prior is widely known, people seem to
underestimate the strength of this effect.

In our poster, we will explain why MIR occurs. Then,
works that relate MIR with singularities of probabilis-
tic models are introduced. A powerful procedure for
quantitative evaluation of MIR has been developed,
and applied to various models (Watanabe, 2009). The-
oretical analysis has been extended to the variational
Bayesian (VB) approximation. We will also introduce
works that clarified the strength of MIR when VB is
applied (Nakajima & Sugiyama, 2010).
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We propose a method for applying slice sampling [1] to a predictive distribution obtained from Chinese Restaurant 

Process [2].  To perform correct slice sampling on the mixture of finite points of probability mass and probability dis-
tribution, our proposed method first decides the probability distribution to be sampled probabilistically, and perform slice 
sampling on the distribution. This sampling method can be combined with conditional simultaneous draw sampler [5] to 
construct an efficient sampler for more complex distributions, such as infinite HMM [6]. 

Slice sampling [1] is an Markov chain Monte Carlo sampling technique that draws samples from an unnormalized 
probability distribution.  It is known that slice sampling on a discrete distribution, such as a multinomial distribution, 
effectively accelerates sampling by reducing the number of candidates considered in a sampling process [3]. Consider 
sampling from distribution , where p(x) is a multinomial distribution over integer {1…N}, f(x) is a 
non-negative function that is expensive to be evaluated, and Z is the normalization constant, i.e., .  For 
efficient sampling, we want to avoid the normalization constant Z, which involves N times of evaluations of the function 
f(x). In slice sampling, we first sample the auxiliary variable ′  using the previous sample ′, and 
draw the next sample from distribution , where I is the indicator function, whose value is 1 if the con-
dition is true and 0 otherwise, and .  When ′  is high (which is likely to occur), the condition 

 is likely to be false for many candidates, and the number of required evaluations of f(x) in one sampling step is 
reduced.  This is particularly effective when  is subject to a Dirichlet process, because we can avoid possibly infi-
nite number of evaluations. 

Theoretically, we can apply the Slice sampling technique to a predictive distribution of Chinese Restaurant Process.  
Consider an unknown distribution α , where α is the hyperparameter and  is a base measure, and we ob-
served  samples from G, which consists of m discrete values,  and the value  appears  times 
( ). Then the predictive distribution of G is given as the following: 

α
δ α

α
, where 

δ  is a point distribution function on . 
However, in many cases, the support of H consist of an infinite number of possible values, each of which has infinite-

simal probability mass compared to δ . If we directly apply slice sampling to P and the previous sample x’ is equal to 
observed sample , we will obtain a sample from one of such values only when the auxiliary variable u is infinitesimal-
ly small, that is expected to be probability zero. 

If H does not have probability mass on any observed value , we can solve this problem by gathering the infinite 
number of infinitesimal probabilities into a special valu 0, and perform slice sampling on 

α
δ α

α
δ ; if 

the previous sample ′ does not match to any of observed samples , we consider as if the previous sample was 0, and 
if the obtained sample is 0, we replace the result x with a random sample from the base measure H.  However, if H have 
non-zero probability for any observed value , this sampling scheme is not correct.  This happens in particular when 
we want to apply slice sampling on hierarchical Chinese restaurant process [4]. 

We propose a new method that performs sampling to obtain the probability distribution to be sliced.  We first decide 
, which is the candidate value corresponding to the value from H, as followings: if the previous sample ′ does not 

match to any of the observed values , let  be ′, and otherwise, obtain  by a random sampling from the base 
measure H.  After that, we perform slice distribution 

α
δ α

α
δ ; this is easily implemented by treating 

the two cases, when  for some  and when  does not match to any .  We confirmed that correctness of 
this sampling method by showing that the method satisfies detailed balance. 
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Abstract— To advance robotics and incorporate robots
into our daily lives, natural and intuitive approaches must
be developed that allow new skills to be taught in a timely
manner. Teaching and learning is an approach especially
suited for robotic application with non-technical users. In
this paradigm the robot is shown examples of the desired
behavior and infers the demonstrator’s latent control
policy. To learn the behavior strategy, conventional meth-
ods observes sets of sensor input and command output,
extracts meaningful relation between the sensor and
commands using statistical methods. But the performance
of the learning strongly depends on the quality of the
dataset of sensor and command. When the dataset
included significant data, the learning would be a success;
however it is difficult to obtain significant data for
human-robot interaction in real world, because the robots
basically store the dataset in every process cycle. For
example, when a user kept operating same command in
same situation, the statistical learning procedure tends to
output the frequent command even though the sensor is
not the frequent but rare. To select the rare command for
rare observation, the system should ignore insignificant
frequent data to avoid bad learning quality. We proposed
a technique to manage experience data with evaluation of
significance of the dataset based on a concept of change
in degree of confidence. For a small change in the degree
of confidence, the situation is considered familiar and
thus data is regarded as an insignificant for learning, so
that data will be discarded. On the other hand when the
change in the degree of confidence is larger the situation
is considered unfamiliar and thus data is regarded as
significant for learning and used for learning. In addition
to the learning of policy and detecting and adapting
to the changes in policies, in this paper we present
that interactive learning has been integrated with our
system so that the robot can make interaction with the
user by asking question or clarifying situation when it
has low confidence. We adopted Bayesian networks to
represent the policy, because it can incorporate prior
knowledge and causal interaction of sensor and command

can be represented even though the observation of the
user command is not well conducted and also it can
output a degree of belief for behavior decision based on
observation of sensor as evidence. Conventional simple
belief calculation based on frequency of the dataset
causes the problem that the system tends to output
the most frequent command even though sensor input
for rare situation is given, when the dataset observed
continuously during the human-robot interaction. The
problem arises because the prior probability is calculated
using the numbers of observations. This factor also causes
another problem that the robot cannot adapt rapidly to
changeable policies of the user. We think the concept
of checking change in the degree of confidence is also
effective for this problem. We adopted Dirichlet distri-
bution to evaluate the significance of data. The Dirichlet
distribution represents not only event probability among
several propositions, but also degree of confidence for
the output probability just referring a set of number of
observation for the propositions. The system calculates
the degree of confidence before and after the current
observation. The change in the two degrees of confidence
can be regarded as the importance of the observation to
the learning process. We developed a teaching and learn-
ing system using Bayesian network that incorporated
our concept. In an example experiment, a user operates
a mobile robot using a joystick controller. The robot
observes the given motor command and distance sensor
information obtained by eight sonar sensor mounted on
the front side. In our previous paper we investigated
the feasibility of the proposed method by experiments
in which the robot could learn policy and also rapidly
adapt to the changes in the user policy. The result showed
the proposed method could ignore insignificant dataset
to avoid obtaining inappropriate policy cause from too
much frequent dataset. In this paper we conduct and
discuss an experiment in which the robot interact with
the user by asking questions or clarifying situation when
it have low confidence.
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Introduction
To the best of our knowledge, Maximum

Margin Clustering (MMC)—which maximizes
the margin between two opposite clusters—is
the first clustering algorithm directly connect-
ing to statistical learning theory. For this rea-
son, MMC has been extensively investigated
recently. However, the large margin princi-
ple (LMP) is not the only way to go. There is
also a large volume principle (LVP). Roughly
speaking, machine learning algorithms based
on LVP should prefer hypotheses in some
large-volume equivalence classes.

In this work, we propose a novel model for
clustering called Maximum Volume Cluster-
ing (MVC), which serves as a prototype par-
titioning the data into two clusters based on
LVP. Given the samples Xn, we construct an
n × n symmetric positive definite matrix Q
that contains pairwise information about Xn,
and then an Q-dependent hypothesis space
HQ. If there is a measure on HQ, namely
the power, then we can talk about the likeli-
hood or confidence of each equivalence class.
Similarly to the margin in MMC, the notion
of volume can also be regarded as an estima-
tion of the power. Therefore, the larger the
volume is, the more confident we are of the
data partition. Thus we consider the parti-
tion lying in the equivalence class with the
maximum volume as the best partition.

Similarly to other clustering approaches,
the optimization problem involved in our
MVC is NP-hard, so we introduce two ap-
proximation schemes: a soft-label MVC algo-
rithm based on sequential quadratic program-
ming and a hard-label one based on semi-
definite programming. We show that these
two approximations can be reduced to spec-
tral clustering and MMC in special cases.
Hence the proposed MVC model may be re-
garded as a natural extension of existing spec-
tral and large margin approaches. We also
establish finite sample stability and an error
bound for the soft-label MVC method. Ex-
periments show that the proposed MVC ap-
proach is promising.

Algorithm
The primal problem of the Soft-Label Max-

imum Volume Clustering is

min
h∈Rn

−2‖h‖1 + γh�Qh s.t. ‖h‖2 = 1.

At the t-th iteration, the subproblem at the
current solution (ht, ηt) is

min
pt∈Rn

p�t (γQ− ηtI)pt + 2(γQht − sgn(ht))
�pt

s.t. 2h�t pt + h�t ht = 1, |p�t 1+ h�t 1| ≤ b. (1)

In our experiments we use an initialization
h0 = sgn(v2 − 1

nv
�
2 11)/‖ sgn(v2 − 1

nv
�
2 11)‖2

and η0 = −0.001, where v2 is the second
smallest eigenvector of Q.

Algorithm 1: SL-MVC (SQP version)

input : stop criterion ε, matrix Q,
regularization parameter γ,
class balance parameter b

output: soft response vector ht+1

initialize h0 and η0, and t := −1;
repeat

t := t+ 1; optimize (1) to obtain pt;
update ht+1 := ht + pt;
update ηt+1 =
(γQht+1− ηtpt− sgn(ht))

�ht/(h
�
t ht);

until ‖ht+1 − ht‖22 + ‖ηt+1 − ηt‖22 ≤ ε;

Experiments (partial)
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Abstract

Intelligent spaces final goal has been, since its inception, to help users to perform their
daily tasks in the most effective way. To do this, a good system able to detect and classify
human activity is needed. In the iSpace, we perform this classification using a large number
of sensors attached both to the humans and the objects in the environment. We classify
the sensors output using the 4W1H paradigm in which each of them provides specific in-
formation to a set of 5 variables (Where, What, Who, When and How) that can describe
the current situation of the space.
To do the 4W1H classification we used specialized sensors, capable of providing information
regarding each variable; systems equipped with linear accelerometers, gyroscopes and mag-
netometers provide an extensive reading of the movements for the How and What variables,
for the Who, we used RFID tags attached to the users, and for the When and Where, we
used the localized information (IP and Time) from the computer that was, in the reading
time, closer to the user.
Yet, these systems are prone to failure, since the sensing must be exhaustive and relies on
very sensitive accelerometers attached to the elements in the environment, the sensors in
the objects may provide a misfiring if there is a brief movement that involves objects not
related to the current activity. For example, if while typing a keyboard, accidentally a cup
is moved, the system may classify the current activity as the user having a sudden sip of
water and react accordingly to it by pouring some more water.
We propose a method to test and prevent these misfirings using conditional random fields
(CFR), since they offer a training algorithm for sequential data that allows us to train the
likelihood of the states in the system given that we know each state related observations.
In our specific case, the observations of our system will be the 4W1H provided from the
sensors (which are not random, thus the use of CFR against Markov Random Fields)and
the states will be latent random variables that define the situation in the environment.
Using the CFR we will know whether a current sequence of states is likely to occur in
the system and if an unlikely sequence of observations happens, we can easily detect and
classify it as a misfiring.

Keywords: Conditional Random Field, 4W1H, Human Activity Recognition
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Abstract
We propose multiscale bagging as a modi cation of the bagging procedure. In

ordinary bagging of Breiman (1996), the bootstrap resampling of Efron (1979) is
used for generating bootstrap samples. We replace it with the multiscale bootstrap
algorithm of Shimodaira (2002, 2004, 2008). In multiscale bagging, the sample size
m of bootstrap samples may be altered from the sample size n of learning dataset.
This is called the m out of n bootstrap in statistical literature, but our multiscale
bootstrap is very different in the choice of m.

For assessing the output of a classi er, we compute bootstrap probability of class
label; the frequency of observing a speci ed class label in the outputs of classi ers
learned from bootstrap samples. A scaling-law of bootstrap probability with respect
to a scale parameter

σ2 =
n

m
(1)

has been developed in connection with the geometrical theory of Efron and Tibshi-
rani (1998).

We consider two different ways for using multiscale bagging of classi ers. The
rst usage is to construct a con dence set of class labels, instead of a single label.

The second usage is to nd inputs close to decision boundaries in the context of
query by bagging (Abe and Mamitsuka, 1998) for active learning. The statistical
theory proves that an appropriate choice of m is m = −n, i.e., σ2 = −1, for the rst
usage, and m = ∞, i.e., σ2 = 0, for the second usage. For implementing this idea,
we de ne a normalized bootstrap probability by

pσ2(x, y) = Φ
(
σΦ−1( σ2(x; y))

)
, (2)

where σ2(x, y) is the bootstrap probability for input x and output y, and Φ(·)
is the CDF of N(0, 1). We then compute pσ2(x, y) for several m > 0 values, say,
m = n/2, n, 2n, and extrapolate it to either

σ2 = −1, or σ2 = 0. (3)
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Abstract

Comparative classification studies that include more than two models entail the problem
of multiple hypotheses testing. Here, we investigated this problem for fully specified classi-
fiers that are compared on a small-sample, independent test set. Our analysis included only
classifiers with a known true performance and therefore with known pair-wise differences.
We evaluated the significance of these differences using McNemar’s test and confidence
intervals for performance measures, with and without corrections for multiple testing. We
compared five classifiers using a real-world data set and two Monte Carlo experiments,
simulating 10000 comparative studies each. In our experiments, we observed that the
confidence intervals based on Quesenberry and Hurst with adjustments based on Holm’s
method provided for an acceptable Type I error while the Type II error was not overly
elevated. The Holm-adjusted intervals based on Quesenberry and Hurst are recommended
for comparing multiple fully specified classifiers on an independent test set, specifically
when this test set is relatively small, as in the present study. Comparative studies gen-
erally include more than two models, and the resulting multiplicity problem needs to be
adequately addressed to avoid erroneous conclusions about the differences in performance.

Keywords: classification, multiple testing, McNemar’s test, Quesenberry and Hurst
interval
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Abstract

Latent conditional models have become popular recently in both natural language pro-
cessing and vision processing communities. Since efficient inference on traditional models,
like CRFs, are well-solved by using dynamic programming, it seems to many people that
the inference in latent conditional models can also be efficiently solved by using similar
techniques. To make the situation clear for the upcoming studies on this direction, in this
paper we analyzed the computational complexity of the inference problem in latent condi-
tional models, and show that this problem is an NP-hard problem. To the extent of our
knowledge, this is the first proof of the NP-hardness of the latent conditional models, even
in a simple linear chain case. It also indicates that more complicated structured latent
conditional models (e.g., tree-structured latent models for syntactic parsing) is also NP-
hard. Besides the analysis on the computational complexity, we also made a comparative
study on the various inference methods based on approximation techniques or heuristics.
Our experiments demonstrate that the bounded version of the latent-dynamic inference
outperforms other alternative methods, and with quite fast inference speed in practice.
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Abstract

Semi-supervised learning (SSL) is important when labeled training examples are rare or
expensive. Graph-based SSL is one of the most promising SSL methods but its performance
depends heavily on the graph structure constructed on top of the feature space. Here
we present a feature space transformation method based on the spectral graph theory to
automatically improve the performance of graph-based SSL. We used the graph transition
energy as the objective function so that in effect, minimizing this objective will optimally
pull together data points with the same labels while push apart those with different labels.
Thus, our method can transform the feature space by re-weighting edges of the graph so
that its regularized graph transition energy can be minimized. We argue that minimizing
this new objective function will lead to a better graph structure that in turns implies better
SSL performance about classifying unlabeled data. We derive a lower bound for this new
objective function. The quality of the transformation can be estimated by comparing the
minimization with a theoretical lower bound.

To evaluate the effectiveness of our feature space transformation method, we combine
our method along with several graph-based SSL methods including combinations of graph
construction methods, b-nearest neighbors and b-matching, and label inference algorithms
including k-nearest neighbor classifier and the Gaussian Random Field method. We inves-
tigated its performance for synthetic datasets and datasets of fluorescent microscopic cell
images. SSL is particularly suitable for this application because of recent advances in high-
throughput image-based assays which allow for rapid acquisition of a large number of cell
images for analysis. However, labeled training data is rare and expensive to get and thus
limited in quantity for supervised learning methods.We show that our method constantly
improves the classification performance substantially no matter what combination is used.
Moreover, we show that improvement can be accomplished even though the initial graph
is imbalanced and irregularly constructed.

Keywords: Semi-supervised learning, spectral graph theory, feature space transformation
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Abstract— In this work, we invented the Multi-Layer Node Kernel to discover the probable positive patterns in a bag and 
make these instances play the key role in determining its label. For Image annotation, the label of a bag may be determined by 
more than one instance. In response to this problem, we designed the edge kernel to capture the pairwise co-occurrence 
relationship essential to the target concept. Finally, the Multi-layer Node Kernel and edge kernel were optimally combined to 
form the Pyramid Graph kernel through multiple kernel learning methods. The experiments were carried on Corel Image dataset. 

Keywords— image annotation, multi-instance learning, kernel methods 

1. Construction of Pyramid Graphs 
The basic idea to solve the problem of capturing the 

presumably complex distribution of positive instances and co-
occurrence relationship essential to the target concept is to 
build a pyramid of graphs. Each graph in the pyramid is 
formed by clustering training instances, with each node 
representing a cluster. 2  nodes are formed at level of the 
pyramid. The weight assigned to each node is dependent on 
how many instances it contains from positive training bags. 
So the weight of the node reflects its probability of being a 
positive pattern. For unseen bags, the instances are assigned 
to the cluster as follows: 

l thl

1, , 2
( ) arg minl

l
ij k ijg k

k
x v x

�
� � �

�

in which the is the cluster center of the  node at 

the level of the pyramid,

l
kv thk

thl ijx  is the thj  instance in the bag .

There is an edge connecting two nodes or the node itself if 
two different instances in a bag are mapped to them or itself. 
The weight of an edge, however, is determined by its 
appearance in both positive and negative bags since though it 
is possible that positive patterns can appear in negative bags, 
the cases that co-occurrence of positive patterns in negative 
bags are rather rare. The graph construction process can be 
illustrated by figure 1. 

iX

Figure�1:�illustration�of�construction�of�pyramid�graphs.�For�
clarity,�the�0th�level�of�the�pyramid�is�not�shown�

2. Multi-layer Node Kernel 

Let iX and jX  be two multi-instance bags,  be the graph 

at the  level of the pyramid and L+1 be total levels of the 
pyramid .The Multi-Layer Node Kernel is defined as  
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where ( , )k � � is defined as the Gaussian RBF kernel. �  is a 
small value to keep the denominator from being zero. The 
illustration for the case of L=2 is shown in figure 2.

Figure�2:�illustration�of�the�Multi�Layer�Node�Kernel�when�L�=�2.�

3. Pyramid Graph Kernel 
The key to Pyramid Graph Kernel lies in defining a 

kernel for pairs of edges. When comparing two edges, we are 
concerned with whether the patterns two edges connect are 
same. Also, since at lower levels of pyramid, the instances in 
all the training bags are split into many clusters, one cluster at 
the upper levels of the pyramid graphs may consists of 
several clusters at the lower levels. Thus, we define the 
distance between two edges as the Earth Mover’s Distance 
between the two pair of nodes. The edge kernel is defined 
much like the multi-layer node kernel. The positive semi-
definiteness of Multi-Layer Node Kernel and edge kernel can 
be formally proved. Finally, the Pyramid Graph Kernel can 
be derived by combining the two kernels as follows  

1 2 1 2 1( , ) ( , ) ( , )   s.t. , 0, 1;i j node i j edge i jK X X K X X K X X 2� � � � � �� 	 
 	 �

                                 4. Experiments
The experiments were conducted on Corel Image 2000 

data set and repeated 5 times. The mean results is shown as 
follows

Table 1.  Mean Classification Accuracy 

;
)� �

� �
� �

� �
� �

�
	

� �

� �

Kernel type  L Mean accuracy
Multi-Layer Node Kernel 9 70.4
Pyramid Graph Kernel 9 71.9

	

As to the selection of L, we recommend that some 
criterions from information theory, like the minimum 
message length criterion, be utilized.  
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1. SUMMARY
Many interactions in the real world can be expressed as

bipartite graphs whose nodes can be partitioned into two
parts (called left and right nodes) such that all edges of
the graph link nodes from different parts. There are many
natural examples of such graphs. For example, an author-
conference bipartite graph whose nodes represent scientists
or conferences, and whose edges link nodes corresponding
to scientists to those of conferences, thus representing the
contributed-to relationship. Moreover, a general graph can
be turned into a bipartite one by copying all of its nodes
into left and right nodes, and adding corresponding links
between left and right nodes appropriately. For this rea-
son, we can also consider a host-host bipartite graph whose
nodes represent Web hosts, and whose edges represent hy-
perlinks of Web pages on the hosts. Proximity scores of
nodes on such graphs have many important applications in
recommendation, ranking, link prediction, etc.
In many such typical bipartite graphs although the total

number of nodes is large (for example, the number of scien-
tific paper authors registered in DBLP from 1990 to 2008 is
more than 490,000), they are often skewed, so the number of
nodes in one part is relatively small compared to the other
(there are only about 4,000 conferences registered in DBLP
for the same period). Skewed bipartite graphs have special
properties that can be exploited for designing efficient algo-
rithms to compute proximity scores from their topological
structures. One of them is the so-called Random Walk with
Restart (or, RWR for short)(Tong et al., KAIS 2008), that
calculates a proximity score of node v to node u from the
steady-state probability of reaching v from u by a random
walk. The principle of RWR is similar to the well-known
random-surfer model of PageRank (Page et al., Stanford
1998) on general graphs, however, the scores of RWR on
bipartite graphs are easier to compute, especially, when the
number of left and right nodes is highly unbalanced. This
has sparked widespread interest on measuring proximities
with RWR, even for dynamic bipartite graphs (Tong et al.,
SDM 2008). However, only little is known about how to
take into account information other than the link structure
for proximity measurements.
Quite recently, a fast algorithm for proximities that incor-

porates supervised auxiliary information for general graphs
was proposed in (Tong et al., ICDM 2008), where the super-
vised auxiliary information was regarded as binary informa-
tion and used to refine the link structure of the underlying
graph. This was done with techniques taking into account
the user’s favourable preference by adding new links between

the corresponding user’s node and its marked positive nodes,
and the unfavourable preference, by adding new links be-
tween the marked negative nodes and their neighbors with
a special node without outlinks (a sink node). The tech-
niques require careful selection of parameters for the weight
of links between positive and negative nodes as well as for
the selection of neighboring nodes.

At the same time, one can also obtain other types of infor-
mation that take continous values representing the degree of
similarities between nodes in the graph. For example, the
similarities of Web hosts in the host-host bipartite graphs
can be calculated from the inner product of their keyword
features, or, similarities of users can be measured from the
overlaps of their tracks, friends or social tags, and so on.
Those scores of similarities are obviously not discrete, and
thus, present us with a challenge as to how to incorporate
them for better proximity scores.

In this paper, we propose a new approach for refining the
proximity scores of RWR with such unsupervised auxiliary
information. Our approach is based on the graph label prop-
agation for deriving a minimization problem that guides the
RWR to assign similar scores to similar nodes (and diverging
scores to dissimilar nodes), without explicitly changing the
structure of the underlying graph. The auxiliary information
only gives the (dis)similarity scores of partial nodes in the
graph and does not give their preferred order explicitly, and
hence the term unsupervised. We designed our approach
so that it still retains the advantages of RWR on bipartite
graphs. Its computational complexity is at most the same as
that of the original RWR. Therefore, we believe that our ap-
proach will be useful for enriching the applicability and the
effectiveness of the RWR. For this reason, we also include
some interesting experimental results on applying proxim-
ity scores, from both the RWR and our new approach, in
labeling Web spam hosts and in link prediction for large bi-
partite graphs using real-world Web-spam host graphs and
social network datasets.

To summarize, our contributions in this paper are three-
folds: (1) We present a novel approach of using unsuper-
vised auxiliary information to adjust the proximity scores of
RWR. (2) We describe an efficient procedure to obtain the
adjusted scores incorporating the auxiliary information from
the original scores of RWR. (3) We present experimental re-
sults using proximity scores of the RWR and the adjusted
scores for labeling Web spam hosts and for predicting links
in large bipartite graphs. We confirmed that the auxiliary
information is helpful in refining the effectiveness of proxim-
ity scores of RWR.
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